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Abstract  Original Research Article 
 

SNP site is an important basic variation data, which has the characteristics of large amount of data and uniform 

distribution. It is widely used in complex disease research, and the data mining of SNP pathogenic site by machine 

learning method has become research focus in field of bioinformatics. In this paper, we present a new SNP pathogenic 

site prediction method based on the naïve Bayes. First, we select 1000 samples of all the SNP sites (9445 sites) 

information on a chromosome fragment, and the base (A, T, C, G) of each SNP site has three manifestations, which are 

converted into 0,1,2 numerical codes. Secondly, 447 possible SNP pathogenic sites and one abnormal SNP site are 

selected by chi-square test according to the encoded information and information of those samples with genetic disease. 

Finally, the naïve Bayes model is established on 1000 samples to predict SNP pathogenic site. Five-fold cross validation 

indicates our method achieves superior performance with an ACC of 84.64% and MCC of 0.6937, respectively. 

Compared with those of other machine learning methods, the results show that the prediction performance of naïve 

Bayes model is better than that of K-nearest neighbor (KNN), AdaBoost, support vector machine (SVM) and random 

forest (RF) model. 

Keywords: SNP pathogenic site prediction, chi-square test, naïve Bayes, support vector machine, AdaBoost, K-nearest 

neighbor. 
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INTRODUCTION 

Single nucleotide polymorphism (SNP) refers to the polymorphism that caused by the variation of a single 

nucleotide (A, T, C, G) in the genomic DNA sequence, which is the most widely distributed and rich genetic information 

polymorphism in the human genome [1,2]. A large number of existing SNP site determines the interpersonal personality 

differences, and there is a great correlation with the complex diseases. Nowadays, SNP site research is generally considered 

to be an important step in the application of the human genome project [3]. Thus, by comparing the health status of the 

sample with the site coding information, locating the SNP site associated with the disease in the chromosome or gene 

position which can help the researcher understand the genetic mechanism of the trait and some disease, this approach 

prevents some genetic diseases from occurring by interfering with SNP pathogenic sites [2]. However, the SNP site data is 

high-dimension and the number of samples is limited, so that to detect disease-related SNP site in the human body research 

work progress is slow. With the rapid development of bioanalytical techniques and computational techniques, the machine 

learning method which is used to predict SNP pathogenesis site has become hotspot in the field of bioinformatics [4,5]. 

 

In the present research, the researchers have used a variety of machine learning methods in SNP pathogenic site 

prediction and identification, including the K-nearest neighbor (KNN) [6], neural network [7,8],decision tree (DT) [7,8], 

support vector machine (SVM) [9] and other supervised learning methods [10,11], which are characterized by integration 

site characteristics, automatic classification. In the data mining prediction of SNP site information also has the application 

of unsupervised learning. Lee et al. [12] proposed a tag SNP site selection method based on the Bayesian network, which 

did not depend on the haplotype sequence structure of the adaptive multi-allele tag SNP selection method, the network 

model selected the tag SNP site from the input SNP site sequence information data and outputs the haplotype sequence of 

all SNP sites. Patil [13] proposed the method of based on the haplotype block selection pathogenic site. It is based on the 

number of human haplotype less than the theoretical number of the basic principles, the genome sequence data was divided 

into multiple discrete monomer blocks. In these blocks, it is possible to identify the set of minimum SNP sites that can 

distinguish all (or most) haplotypes in each haplotype as the pathogenic SNP set. Mahdevar et al. [14] proposed a heuristic 

method, based on Genetic Algorithm (GA). The SNPs were input and the binary vectors of length n were used to represent 
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the individuals in the GA. The fitness function was based on the minimum number of tag SNPs and combined the Shannon 

entropy function to design two new crossovers and mutations, output a set of tag SNPs and used them in various simulation 

and experimental data to find the most likely tag SNP within an acceptable time. Phuong et al. [15] used the SNP site as a 

feature, and defined the range distance according to the LD association between the sites, and then obtained the tag SNP 

site by the feature selection method. Halldorsson et al. [16] proposed information SNP site selection method based on 

accuracy prediction. The information SNP was defined as a set of SNP sites that accurately reconstruct the remaining SNP 

sites or information site, selected the SNP site set of information to maximize the prediction of the remaining tagged SNP, 

reconstructed the corresponding haplotype sequence, and evaluated the information SNP site prediction capability. 

 

This paper presents a new method of SNP pathogenic site prediction based on naïve Bayes. Firstly, the base (A, T, 

C, G) of 9445 SNP sites three manifestations are converted into 0, 1, 2 numerical codes. Secondly, the 1000 samples divide 

into 500 healthy samples and 500 unhealthy samples. The frequency of “0”, “1” and “2” at each site is summarized, 

calculating the p -value of 9445 SNP sites by the chi-square test. In the case of a significance level of 0.05, it selects 447 

possible SNP pathogenic sites and 1 abnormal SNP site, lowering the 9445 SNP sites to 448 SNP pathogenic sites. Finally, 

the naïve Bayes model is built up on the 1000 sample data using five-fold cross validation to the predict SNP pathogenic 

site. The experimental results show that our method achieves superior performance with an ACC of 84.64% and MCC of 

0.6937, respectively. Compared with the main results of other machine learning methods, the prediction accuracy of naïve 

Bayes is higher than that of KNN, AdaBoost, SVM and RF method. 

 

MATERIALS AND METHODS 

Datasets 

This dataset includes phenotypic information about 1000 samples of genetic disease and coding information for 

9445 SNP sites. The sample information contains 500 people who are not suffering from genetic disease and 500 people 

with genetic disease, with “0” for healthy people, “1” for unhealthy people. The site information contains the coding 

information of 9445 SNP sites under the 1000 sample. The SNP site name begins with rs and uses the encoding of the base 

(A, T, C, G) to represent the information of each sites, such as the SNP site rs3094315, different samples of the code are T 

and C combinations. There are three different encoding methods TT, TC and CC. Similarly, although the combination of 

other SNP sites of the base is different, but there are only three different coding. These datasets containing genetic disease 

information can be downloaded from the web site http://gmcm.seu.edu.cn/31/list.htm. 

 

Feature extraction 

Non-coding SNP site information can be seen as a special string, this paper studies the data set to provide 

phenotypic information and 9445 SNP site coding information of 1000 samples, through the sample health and site coding 

comparative analysis to study SNP pathogenic site to find the genetic mechanism of disease or traits, compared the 

classification performance of different machine learning methods.  

 

At each SNP site location; there are three different coding schemes for different samples. In order to facilitate the 

data analysis, we select the frequency of occurrence of characters as a feature, with the value of 0, 1, 2 pairs of non-coding 

SNP site information to replace. Firstly, we calculate the frequency of the three coding modes of 1000 samples at 9445 SNP 

sites and then substitute 1 for the heterozygous, 0 and 2 instead of the higher frequency and lower frequency homozygous, 

9445 sequence features as raw data, as shown in equation (1). 

  

0 high frequency of homozygous 

1 heterozygote

2 low frequency of homozygous

iSNP




 



                       (1) 

 

Table-1: Partial information before and after numerical coding 

Before After 

rs3094315 rs3131972 …… rs7545865 rs3094315 rs3131972  …… rs7545865 

TT CT …… GA 0 1  …… 1 

TC CT …… GG 1 1  …… 0 

TT TT …… GA 0 2  …… 1 

TT CC …… GG 0 0  …… 0 

TC CT …… GA 1 1  …… 1 

…… …… …… …… …… ……  ……  …… 

TC CT …… AA 1 1 …… 2 
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          In Table 1, the first line is the name of 9445 SNP sites, which are all beginning with rs. The remaining four rows of 

the remaining rows of 1000 samples of part of the text encoding information, the left side of the remaining four columns for 

the 1000 samples part of the text encoding information, each SNP site is up to three encoding combination, the right side of 

the part of the encoded numerical information, encoding 0,1,2. Such as the SNP site rs3094315, there are only three text 

encoding (TT, TC, CC), since “TT” appears at a frequency higher than the frequency of “CC”, replace “TT” with “0”, 

replace “CC” with “2”, replace “1” with heterozygote “TC”, and the remaining SNPs are similar to the sites. 

 

Chi-square test 

The chi-square test [17] is a hypothesis test method for counting data. It essentially compares two or more 

frequencies to detect the difference between the actual frequency at a certain significance level and the expected frequency 

based on a theoretical model or distribution feature hypothesis.  

 

Because the differences in the sample are caused by the intrinsic factor rather than the sampling error, the 

chi-square value is large, and it’s the corresponding p -value that the probability of reflecting the differences in the sample 

caused by the sampling error is small. The differences of sample are “significant” or “highly significant”. On the contrary, 

the smaller the chi-square value, the greater the p -value, said the two samples of the difference “no significant”.  

 

In practice, preparatory calculations can be made using the contingency table model. Suppose there are two 

categorical variables X and Y, and their ranges are  1 2,x x and  1 2 3, ,y y y , where the sample frequency is shown in Table 2.  

 

Table-2: Chi-square test six grid table 

 
1y  

2y  
3y  Total 

1x  a  b  c  a b c   

2x  d  e  f  d e f   

Total a d  b e  c f  a b c d e f      

 

The chi-square values of 
2  are calculated from the data in Table 2: 

    
2 2 2

2 ( 1)
( )( ) ( )( ) ( )( )

a b f
n

a b c a d a b c b e d e f c f
     

        
           (2) 

where the total number of samples is n a b c d e f      . 

     

   After calculating the chi-square value of 
2 , the chi-square value table is checked by the degree of freedom 

  2 1 3 1n     to determine the significance of the difference between the groups. When 
2 2

0.01X X , 0.01P  , the 

differences are highly significant; when 
2 2 2

0.01 0.05X X X  , 0.01 0.05P  , the differences are significant; when 
2 2

0.05X X , 0.05P  , the differences are not significant.  

 

Machine Learning Method 

Naïve Bayes 

Naïve Bayes (NB) is a typical statistical method used to predict the probability that a sample belongs to a 

particular class [18]. The naïve Bayes classifier is based on the Bayesian statistics and decision theory. It can effectively 

deal with incomplete or partial data loss dataset, which is an ideal expression pattern of combining a priori knowledge and 

data. The advantage is that the model can be explained with high accuracy. The naïve Bayes model is based on the Bayesian 

theorem, which reduces the computational cost through the assumption of conditional independence and predicts that the 

unknown data samples belong to the highest posterior probability class. Some studies have shown that the conditions of the 

independence assumption of the naïve Bayes classification model can’t be satisfied, but the classification performance in 

some fields can still be comparable to the classical algorithm of decision tree algorithm and KNN. At present, the naïve 

Bayes method has been widely used in medical diagnosis, bioinformatics, financial analysis and other aspects [19]. 

 

         The definition of the naïve Bayes classification is as follows: 

Step1: Let  1 2, , , mx a a a is a feature to be classified, and each ia  is a characteristic attribute of x . 

Step2: There is a category set  1 2, , , nC y y y . 

Step3: To calculate 1 2( | ), ( | ), , ( | )nP y x P y x P y x . 
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Step4: If  1 2( | ) max ( | ), ( | ), , ( | )k nP y x P y x P y x P y x , then kx y . 

Then the key is how to calculate the probability of each condition in step 3, we can do so: 

 1) To find a collection of known categories to be classified items, called training sample set. 

 2) To estimate the conditional probability estimates for each characteristic attribute under each category, which is 

1 1 2 1 1 1 2( | ), ( | ), , ( | ); ; ( | ), ( | ), ( | )m n n m nP a y P a y P a y P a y P a y P a y           (3) 

 3) If each characteristic attribute is conditional independent, then the Bayesian theorem has the following derivation 

( | ) ( )
( | )

( )

i i

i

P x y P y
P y x

P x
                                 (4) 

Because the denominator is constant for all categories, it is only necessary to maximize the numerator for 

comparison. The characteristic attributes are conditional independent, so there are: 

      1 2 2

1

( ) ( ) ( ) ( ) ( )
m

i i i m i i i j i

j

P x y P y P a y P a y P a y P y P y P a y


          (5) 

The structure of the naïve Bayes method is shown in Fig. 1. 

 

Fig-1: Naïve Bayes classification model structure 

 

In Fig. 1, the leaf nodes 1 2, , , nA A A represent attribute variables, and the root node represents the category 

variable. The principle of classification by the naïve Bayes method, according to the prior probability of an object, the 

posterior probability is calculated by using Bayesian formula. That is to say, the probability that the object belongs to a 

certain class, and select the category with the maximum posterior probability as the class to which the object belongs. 

 

AdaBoost algorithm 

      AdaBoost is an iterative algorithm [20], the basic idea is that weak classifiers are clustered together for the same 

training set, thus forming a stronger final classifier. 

 

The basic principles of the AdaBoost classification are described below: 

Step1: To give a set of training sets for training:      1 1 2 2, , , , ,n nx y x y x y , where ix  is the input training set, iy  is 

the result of the classification “0” and “1”, “0” for “health”, “1” means “unhealth”. 

Step2: The number of times of the iteration is specified, which determines the number of weak classifiers that are 

selected to form the strong classifier, and iterates a weak classifier with better sorting ability. 

Step3: Initialize the weight of the sample, 1

1,1 1,, , nw w w ，  1,i d i  , where  d i  is the probability of 

distribution of the initial sample. 

Step4: For 1:t T  

1) Initialize the weight, ,1 ,, ,t

t t nw w w . 

2) Train weak classifier, the initial sample learning algorithm with the training to learn, get a weak classifier,

 0,1ih X  . 

3) Calculate the error rate of each weak classifier under the currently determined weight, as shown in equation (6):  

 ,

n

i t i i i i

i

h X y                                               (6) 

From the obtained weak classifier to select the smallest error rate classifier, add them to the strong classifier.   

Species

Character 2 Character n-1Character 1 Character n

P(C)

1( )P x C 2( )P x C 1( )nP x C ( )nP x C

1A
2A 1nA  nA
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4) Select the appropriate weight: 
 1

1, ,

i i ih x y

t i t i t

 

    , if the i th  sample classification is correct, then 

  0i i i ih x y    , otherwise   1i i i ih x y   ,  ( ) 1i i i ih x y   and /1t t t    . 

5) After T cycles of the classification process, we can get T weak classifiers, and then in accordance with the updated 

weight of the superposition, the final strong classifier is: 

  1 1

1 1
1 , log( )

2

0

T T

i i t t

t t t

h
H x

other

 


 

 



   
                        (7)  

 

Support vector machine 

Support vector machine (SVM) is a machine learning method based on statistical learning theory and structural 

risk minimization [22]. SVM has better adaptability and higher classification accuracy in solving the bioinformatics data 

[11,23,24] that has a small sample, non-linear and high-dimensional features.  

 

SVM is a statistical learning method, which is aimed to search the best classification by the secondary planning 

and based on the theory of non-linear mapping. It maps the input sample set to the high-dimensional space and constructs 

the optimal hyperplane. Learning algorithm, and automatically find out the classification of those who have a better 

classification of support vector, making the super-plane to the distance between the two sets of the largest sample. 

 

Assuming that a sample set    , , 1,... , , 1, 1d

i ix y i n x R y      is given 

  1 0, 1,...,t

i iy x b i n    
                              (8) 

where the classification surface equation is 0t

ix b   , at this moment, the classification interval is 
2

2 /  , the 

ultimate goal is to find a classification surface, so that the two categories of samples can be correctly classified at the same 

time to ensure that the largest classification interval, here is the smallest 
2

 . 

 

The SVM problem is transferred into the following form: 

 

2

,
1

1
min

2

1, 1,2,...,

l

i
b

i

i

C

y x b i l


 









    


                            (9) 

 

In the case of solving the optimal classification surface in the high dimension space, the inner product operation of 

the high dimension space can be transformed into the function of the low dimension space by using the appropriate kernel 

function  ,i jk x x , and the corresponding decision function of the optimal classifier is also transformed into: 

      sgn , sgn ,
i

i i i j

x sv

f x x b y k x x b


 
    

 
                    (10) 

 ,i jk x x  is the kernel function, the introduction of the kernel function solves the high dimension problem, which 

transforms the inner product operation of the high dimension space into the function of the low dimension space.  

 

K-nearest neighbor algorithm 

K-nearest neighbor (KNN) algorithm, which is a classical statistical pattern recognition method, one of the 

simplest machine learning algorithms [25]. The idea is to calculate the similarity between each sample of the test sample 

and the training sample set, to find the k most similar samples. This “majority voting method” is generally weighted, and 

the closer the point, the greater the voting weight. A variety of softwares have a variety of weight functions to be selected.  

 

The KNN algorithm’s steps are as follows 

 The sample set to be classified is input, the training sample set is re-described according to the feature item. 

 For a test sample, the set of test samples is formed according to the characteristic words. 

 Calculate the similarity between the test set and the training set, use the angle cosine to represent the distance, the 

formula is as follows: 
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1

2 2

1 1

( , )

M

ik jk

k

i j
M M

ik jk

k k

W W

Sim d d

W W



 






 
                             (11) 

 

4) For the k  neighbors of the resulting new sample, we calculate the weights of each class in the new sample in turn, 

and the formula is as follows: 

 

( , ) ( , ) ( , )

i

i ij j

d KNN

p x C Sim x d y d C


                           (12) 

where x is the characteristic variable of the new sample, ( , )iSim x d is the similarity calculation formula, ( , )i jy d C is the 

class attribute function, id indicates that if the class belongs to the positive class, then the jC  function value is 1, otherwise 

the jC  function value is 0. 

5) Compare the weights of the positive classes with negative classes, and divide the samples to be classified into the 

category with the largest weight. 

 

Random forest method 

Random forest (RF) method [26] is a new machine learning algorithm proposed by Leo Breiman in 2001. The idea 

is to use the bootstrap sample to obtain k sample-data sets, train k classifiers, and then multiply the results of multiple 

decision trees. The RF method has good classification performance and high classification accuracy, which is suitable for 

all kinds of data sets, and has good robustness to feature selection. It is gradually applied to data mining, bioinformatics and 

the other fields [27,28]. 

 

RF is a classifier composed of multiple decision trees   ,h x k , where  k  is a random vector of independent 

and identical distributions. When the sample x  to be classified is input, the classification result is determined by the result 

of the output of a single decision tree. The decision tree determines the final class tag of the input vector x . RF is a 

nonparametric classification method driven by data that does not require a priori knowledge of classification, simply by 

classifying rules for learning training for a given sample [29]. 

 

RF increases differences of classification models by constructing different training sets, so as to improve the 

extrapolation ability of the combined classification model. Through k wheel training, we get a classification model 

sequence     1 2( ), , , kh x h x h x , and then construct them a multi-class model system, using a simple majority vote 

method. The final classification decision: 

 

1

( ) arg max ( ( ) )
k

i
Y

i

H x I h x Y


                             (13) 

 

Where ( )H x  is the combined classification model, ih  is a single decision tree classification model, and Y  is the output 

variable, indicating that the majority of voting decisions are used to determine the final classification. RF integrates a 

number of decision trees, needing to set the number of the constructed trees as ntree. Each node is randomly selected and 

the number of attributes is mtry.  

 

Performance measures 

In statistical learning theory, such methods as jackknife test, self-consistency test, independent test, and k-fold 

cross validation are often used to evaluate the prediction performance [30]. In our study, five-fold cross validation test 

method are used to examine the performance of the prediction model. Sensitivity (SE), Specificity (SP) and Matthew's 

correlation coefficient (MCC) and accuracy (ACC) are used to evaluate the results of the prediction system. These 

measures can be defined as follows: 

 

1) Accuracy (ACC) 
TP TN

ACC
TP TN FP FN




  
                            (14) 

2) Sensitivity (SE) 
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( )

TP
SE

TP FN



                               (15) 

3) Specificity (SP) 

( )

TN
SP

TN FP



                               (16) 

4) Matthew’s correlation coefficient (MCC) 

 

( )( )( )( )

TP TN FP FN
MCC

TP FP TN FN TP FN TN FP

  


   
              (17) 

 

TP, TN, FP and FN in the above evaluation indicators represent true positive, true negative, false positive and 

false negative. Where TP is the number of positive samples to be correctly predicted, TN is the number of counter-correct 

samples correctly predicted, FP means that the counter-count is incorrectly predicted as the number of positive samples, 

and FN indicates that the number of positive samples is incorrectly predicted as the number of anti-samples.  

 

This paper presents SNP pathogenic site prediction method based on naïve Bayes. The calculation flow chart is 

shown in Fig. 2. Simulation of the experimental environment: Intel (R) Core (TM) i5-4210U CPU @ 1.70GHz 2.40 GHz 

4.00GB of memory, with programming RStudio-1.0.136 implementation. 

 

Dataset

Healthy samples Unhealthy samples

Numerical code for 

the samples

Chi-square test

Significance 

samples

fold 1 fold 3fold 2 fold 4 fold 5

Train data

(except fold i )

Test data

( fold i )

Calculate            for 

each category

Calculate   conditional 

probability

Calculate                  

 for  each category

Calculate the 

category of X

Prediction result

( )iP y ( ) ( )i iP x y P y

0.05p 

 

Fig-2: Flowchart of SNP pathogenic site prediction based on naïve Bayes method. 

    

   The specific steps of the naïve Bayes method are described as follows: 

 The dataset contains the genetic coding information of 9445 SNP sites of 1000 samples, and the corresponding 

category label. The base sequence is converted into numerical code information according to the based feature shown 

in Table 1. 

 According to the coding information of 9445 SNP sites, 448 features are selected by chi-square test. 

 The naïve Bayes model on 1000 sample are established. 

 According to five-fold cross validation, the calculation results of SE, SP, ACC and MCC are obtained, the performance 

of naïve Bayes prediction model is evaluated. 

 

RESULTS AND DISCUSSION 

Due to the presence of redundant information and noise between site sequence data, it is extremely difficult to dig 

deeper and accurate SNP pathogenic site sequence characteristics. In order to improve the performance of machine learning 

method, dealing with SNP pathogenic site sequence is an indispensable work. In this paper, according to the principle of 

chi-square test to reduce the dimension data, remove a lot of redundant information and noise, screening significant SNP 

pathogenic sites.  
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The 1000 samples are divided into 500 healthy people and 500 patients with 9445 SNP sites in two datasets. 

Calculate the frequency of the two datasets in the coding mode of “0”, “1” and “2” at each SNP sites, establish the 

chi-square test six lattice table, and then perform the chi-square test on the frequency data to obtain the p -value of 9445 

SNP sites, the smaller the p -value, the more obvious the difference is between the healthy group and the affected group. In 

order to better compare the differences of each site, the relative level of each site was observed intuitively. On the basis of 

maintaining the relative relationship of the data, the comprehensive score of each point p -value was expanded to a certain 

extent, let p -value take negative logarithm 10( )Log P , which are shown in Fig. 3. The possible SNP pathogenic sites are 

rs2273298, rs2250358, rs7543405, rs932372, rs12036216 and rs9426306. 

 

At the significance level of 0.01, 73 significant SNP pathogenic sites are screened out. When the significance level 

is 0.05, 447 more significant SNP pathogenic sites are screened. In order to preserve important useful information as much 

as possible, sexual level is 0.05, in other words, 9445 SNP sites by chi-square test down to 447 SNP pathogenic sites. In 

process of doing the frequency statistics, finding an abnormal SNP site rs12742921, abnormal frequency statistics table, as 

shown in Table 3. 

 

Fig-3: p -value of 9445 SNPs 

 

Table-3: Frequency of SNP rs12742921 

 0 1 2 

Health 412 88 0 

Unhealth 404 91 5 

 

       As shown in Table 3, the abnormal SNP site rs12742921 has a significant coding pattern in healthy and unhealthy 

samples. The frequency of the SNP sites in the healthy sample is “2”, namely, the healthy sample is in the SNP. There are 

only “0” and “1” encoding, the corresponding non-coding information are “TT” and “TC”, and “CC” does not appear. 

There are three patterns of coding in unhealthy samples, so the SNP site is likely to be an important factor affecting 

morbidity and mortality. Although the SNP site of rs12742921 does not pass the chi-square test, the SNP site is predicted to 

be classified along with the 447 SNP pathogenic sites tested.  

 

In this paper, 1000 sample datasets are used, each of which covers 448 probable SNP pathogenic sites, to establish 

the naïve Bayes SNP pathogenic site predicted model. The naïve Bayes method is based on the conditional independence 

hypothesis, in other words, assuming that the influence of an attribute on a given class is independent of other attributes. 

When the conditional independence assumption is established, the naïve Bayes classification method has the smallest false 

classification rate, to use in bioinformatics and data mining [31,32]. It generalizes the classifier through the classified 

training set and classifies the testset using the classifier. The classification of the naïve Bayes method is mainly divided into 

two stages. The first stage is the learning of the naïve Bayes method that is, constructing the classifier from the training 

dataset. The second stage is the reasoning of the naïve Bayes classifier, that is, the conditional probability of 448 class 

nodes is calculated, and the classification data are classified. The naïve Bayes classifier that minimizes the probability of 

classification errors in a variety of classifiers or minimizes the average risk at a given cost.  
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In this paper, we use the five-fold cross validation to test the model and get the SE, SP, ACC and MCC are used to 

evaluate the performance of the model. The SE of the naïve Bayes model is 84.96%, the SP is 84.45%, the ACC is 84.64% 

and the MCC is 0.6937. The essence is that the ACC of the testset is 84.64%, and the ACC of the healthy sample is 84.96%, 

the ACC of unhealthy samples is 84.45%, and the MCC of the model is 0.6937.  

 

In order to facilitate the comparison of the predictive ability of the model, we establish the prediction models of 

SNP pathogenic sites, which is based on AdaBoost, SVM, KNN and RF algorithms. Moreover, these models are compared 

with the model established in this paper.  

 

AdaBoost is an iterative combination of algorithms [33,34]. In this case, the classifier is used as the basic 

classifier. The classifier used may be weak at the beginning, namely, the error rate is higher. However, with the running of 

iteration, the classifier is used to improve the classifier according to the new sample; each iteration is corrected for the 

misclassification of some of the observations by the previous classifier. It is common way that increases the weight of the 

observed values in the returned sample. There will be more previous observations of the error, and then form a new 

classifier into the next iteration, and each iteration of the round of the classifier to give the error rate, the final result is got 

by the various stages of classification device in accordance with the error rate weighted vote, this is called “adaptive”.  

 

Based on the AdaBoost algorithm, the dataset with the five-fold cross validation has the SE is 73.88%, the 

specificity is 71.81%, the ACC is 72.78%, and the MCC is 0.4574. The proportion of the samples which have been 

correctly classified is 72.78%. The proportion of healthy samples which have been correctly classified is 73.88%. The 

proportion of diseased samples which have been correctly classified is 71.81%. The MCC of the model is 0.4574. 

Compared with the naïve Bayes method, the AdaBoost algorithm is lower than it, which is 11.86% lower in ACC and 

23.63% in MCC. 

 

The naïve Bayes method can accurately predict the data sets, and the SVM is also a widely used machine learning 

method in data mining technology [35], which can overcome the high dimension of the analyzed data and difficult to 

reduce the dimension and other issues. In this paper, the SVM is used as a classifier. The sample and its class labels are 

input into the SVM classifier, to use the five-fold cross validation to test the model to analyze the accuracy of its prediction.  

 

The kernel function has some influence on the prediction results. Therefore, the data are excavated by three kernel 

functions. The optimal parameters C = 1 and g = 0.001 are used to determine the ACC of the model and MCC as the 

verification index and select the highest ACC of the kernel function as a SVM representative. The ACC of the SNP sites is 

89.36%, the MCC is 0.5889, the ACC of the polynomial kernel function is 65.54%, the MCC is 0.4225, the ACC of the 

sigmoid kernel function is 77.08%, and MCC is 0.5431. By comparing with the main results of these three kernel functions, 

we can see that the radial basis function under the five-fold cross validation method is the highest and the MCC is the 

highest SE is 81.17%. Compared with the polynomial and sigmoid kernel function, the SP is 77.68%, and its essence is 

81.17% for the prediction of healthy samples, and the ACC of the unhealthy samples is 77.68%. The polynomial kernel 

function and the radial basis function differ by 13.82% in ACC and 0.1664 in MCC. The Sigmoid kernel function differs 

from the radial basis function by 2.28% in ACC and 0.0458 in the MCC, which indicates that the radial basis function is 

better in SNP site prediction. Compared with the naïve Bayes method, the SVM is lower than those obtained by the naïve 

Bayes method, the difference is 5.28% on ACC and 0.1048 on MCC.  

 

KNN are the easiest to implement method in machine learning methods, and are also simpler distance 

discrimination methods, which have been widely used in the field of bioinformatics. In this paper, k  is set to 3, 5, 7, and 9 

for five-fold cross validation. When k  is 3, ACC is 62.65%, MCC is 0.2607, k  is 5, ACC is 63.26%, MCC is 0.2764, k  is 

7, the ACC is 64.96%, the MCC is 0.3133, and when k is 9, the ACC is 65.56%, and the MCC is 0.3238. 

 

 When k  is 9, the highest ACC, namely in the five-fold cross validation, 65.56% of the samples are correctly 

classified. The SE and the SP were also the highest at 77.2% and 54.31%, respectively, indicating that the proportion of the 

healthy samples was correctly classified is greater than the proportion of the diseased samples being correctly classified, 

and regardless of the k  value, which is better than specificity, the model predicts the phenotype is healthy and the 

prediction of the phenotype is poor. Compared with the naïve Bayes method, the indexes obtained by the KNN method are 

lower than those obtained by the naïve Bayes method. It is 19.08% lower in ACC and 0.3699 lower in MCC. 

 

In a variety of machine learning methods, the RF method has good classification performance and high 

classification accuracy, suitable for a variety of data sets of operations and not sensitive to multiple collinearity so it can be 

a good prediction of up to thousands explain the problem of variables [36]. The dataset is studied in the random forest 
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classifier, and the model is tested by the five-fold cross validation to obtain the ability of model classification prediction. 

When the number of variables in the subset of variables randomly selected in the process of growing each tree is zero, the 

number of variables mtry is 30, ntree is 500, the ACC is 77.78% and the MCC is 0.5689, the ACC for the testset is 77.78%. 

Compared with the naïve Bayes method, the indexes derived from the RF were lower than those obtained by the naïve 

Bayes method, and the difference is 6.86% on the ACC and 0.1248 on the MCC.  

 

For ease of comparison, the prediction results of NB, AdaBoost, SVM, KNN and RF are shown in Table 4.  

 

Table-4: Comparison of the prediction results of different methods. 

Prediction model SE (%) SP (%) ACC (%) MCC 

NB 84.96 84.45 84.64 0.6937 

AdaBoost 73.88 71.81 72.78 0.4574 

SVM 81.17 77.68 79.36 0.5889 

KNN 77.21 54.31 65.56 0.3238 

RF 77.65 78.76 77.78 0.5689 

 

It can be seen from Table 4 that the SNP pathogenic site of the NB model has the highest ACC of 84.53%, the 

ACC of other models differs from 5% to 20%, 11.86% higher than AdaBoost model, 5.28% higher than the SVM model, 

19.08% higher than the KNN model, 6.86% higher than the RF model. MCC is the highest, which is 0.6937; the MCC of 

other models differs from 0.10 to 0.37, 0.2363 higher than AdaBoost model, 0.1048 higher than SVM model, 0.3699 higher 

than KNN model, 0.1248 higher than RF model. SE was the highest, which is 84.96%, 11.08% higher than AdaBoost 

model, the SP was 84.45%, higher than the KNN model by 30.14%. The results show that the SNP pathogenic site activity 

of NB model is the best. In order to better compare the different machine learning methods, the relative of each method was 

observed intuitively which are shown in Fig. 4. 

 

 

Fig-4: The prediction results of five machine learning methods. 

 

As shown in Fig. 4, the NB model has the highest ACC, and its SE, SP and MCC are the highest, followed by RF 

and SVM model. When the SVM method deals with large-scale data, the time complexity and spatial complexity increase 

linearly with the increase of the data volume, and the parallel training is difficult, so the model performance is worse than 

the naïve Bayes.  

 

The prediction effect on the AdaBoost model and the KNN model is not ideal, possibly because the 448 SNP sites 

extracted by the chi-square test are not sufficient to fully interpret all the site data. The AdaBoost algorithm only needs to 

set the number of iterations, in order to get the exact classification model, the setting of a large number of iterations does not 

stop running, resulting in the iterative late sub-classifier to improve the generalization performance of the classifier is very 

small, and then there is a risk of fitting.    

 

There is a large error in the classification prediction using KNN, it makes the prediction result of the KNN model 

poor. Compared with the predictive performance of other models, naïve Bayes has the smallest error classification rate and 

the logic is simple. The model needs to estimate very few parameters and easy to implement. Besides the calculation is fast, 

robust, stable performance, for different characteristics of the data classification performance is not very different, that is, 

http://dict.cnki.net/javascript:showjdsw('jd_t','j_')
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the robustness of the model is better. The experimental results show that the constructed naïve Bayes model can favorably 

predict the classification.     

 

CONCLUSION 

With the rapid development of information technology, the era of big data has come. There is an urgent need to 

develop a more convenient and effective tool to classify the collection of massive bioinformatics data quickly and 

accurately, in order to obtain the information which we need [37,38]. This paper conducts study of SNP site data and 

presents a new method for SNP pathogenicity prediction based on naïve Bayes method. It can get the ACC and MCC by 

using five-fold cross validation. Classification performance of five machine learning methods is compared and shows that 

the model can be used to predict the disease effectively according to the locus of genetic disease, which is an ideal SNP 

method for predicting disease. At present, the researchers have used a variety of machine learning methods for SNP 

pathogenic site prediction and identification, including the KNN, neural network, DT and SVM and other supervised 

learning methods for genetic disease SNP pathogenic site Classification prediction is still in initiation and exploration 

stage, and the use of machine learning methods to predict SNP pathogenic site has become a hotspot in the field of 

bioinformatics. Deep learning is a new machine learning method, and the use of it to predict SNP pathogenic site will be the 

next step in the future. 
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