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Abstract: In this study we have proposed the Rationalized Haar (RH) collocation method for the solution of Lane-
Emden equations arising in astrophysics as singular initial value problems. In order to test the applicability, accuracy and 

efficiency of this new method, we considered two examples, for which the comparisons verify our present method. 

Comparing the results of RH collocation method with the exact solutions clearly indicates that our methods is accurate 

even when singularity occurs at the boundary. 
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INTRODUCTION 
 The Lane-Emden equation describes a variety of phenomena in theoretical physics and astrophysics, including 

aspects of stellar structure [1], the thermal history of a spherical cloud of gas, isothermal gas spheres, and thermionic 

currents [2] and has been the focus of many studies [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Lane-Emden type equations, first 

published by Lane [14], and further explored in detail by Emden [15], describes the temperature variation of a spherical 

gas cloud under the mutual attraction of its molecules and subject to the laws of classical thermodynamics. This equation 

is a second-order ordinary differential equation with an arbitrary index, known as the polytropic index, that deals with the 

issue of energy transport, through the transfer of material between different levels of the star. In this study, we consider 

Lane-Emden differential equations which categorized as singular nonlinear initial value problems of type  

 𝑦′′(𝑡) +
𝜆

𝑡
𝑦′(𝑡) + 𝑓(𝑡,𝑦) = 𝑔(𝑡),        0 < 𝑡 < 𝑏,    𝜆 ≥ 1 (1) 

 with initial conditions  

 𝑦(0) = 𝛼,    𝑦′(0) = 𝛽, (2) 

 

where 𝑡 and 𝑦 denote the independent and dependent variables and the prime denotes the differentiation with 

respect to 𝑡. The parameters 𝛼, 𝛽, 𝑏 and 𝜆 is constant, 𝑓(𝑡, 𝑦) is a nonlinear function of 𝑡 and 𝑦, 𝑔(𝑡) is a continuous real 

valued function in 𝐶[0,𝑏). It is well known that an analytic solution of Lane-Emden type equation  is always possible 

[16] in the neighborhood of the singular point 𝑡 = 0 for the above initial conditions. Due to the fact that the Lane-Emden 
equations are nonlinear and singular, several authors have studied the Adomian and modified decomposition method [3, 

4], the homotopy perturbation method [5, 6], the Legendre  wavelets [7], the collocation method based on orthogonal 

Sinc, rational Legendre and Hermite functions method [8, 9, 10],the Pade series method [11], the Bessel collocation 

method [12] and the variational approach method [13]. 

 

In this paper, we propose an efficient numerical method by constructing Rationalized Haar functions and their 

operational matrices for solving the Lane-Emden type equation (1). The approximate solution obtained by the proposed 

method shows its superiority on the other existing numerical solution. 

 

The organization of the rest of this letter is as follows: In Section 2, we describe a short introduction to the 

essentials of RH functions. In Section 3, we summarize the application of RH functions for solving the model equation. 

In Section 4, the proposed method is applied to some types of Lane-Emden equations, and comparisons are made with 
the existing analytic solutions that were reported in other published works in the literature. The conclusions and 

highlights (for review) are described in the sections 5 and 6.  
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RATIONALIZED HAAR INTERPOLATION 

 In this section, at first, we introduce RH functions and express some of their basic properties. More, we 

approximate a function over interval [0,𝑏) using RH functions .  

 

Rationalized Haar Function  

 The orthogonal set of RH functions is a group of square waves with magnitude of ±1 in some intervals and 

zeros elsewhere [17]. The RH functions is defined on the interval 𝐶 = [0,𝑏) by  

 𝑧𝑢  𝑡 =  

1, 𝑙1 ≤ 𝑡 < 𝑙1

2
,

−1, 𝑙1

2
≤ 𝑡 < 𝑙0 ,

0,   𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒,

  (3) 

 where  

 𝑙𝑞 =
𝑛−𝑞

2𝑚 𝑏,    𝑞 = 0,
1

2
, 1. (4) 

 The value of 𝑢 is defined by two parameters 𝑚 and 𝑛 as  

 𝑢 = 2𝑚 + 𝑛 − 1,    𝑚 = 0,1,2, . . . ,    𝑛 = 1,2,3, . . . , 2𝑚 . (5) 

𝑧0(𝑡) is defined for 𝑚 = 𝑛 = 0 and is given by 

 

 𝑧0(𝑡) = 0,    0 ≤ 𝑡 < 𝑏. (6) 

 The set of RH functions is a complete orthogonal set in the Hilbert space 𝐿2[0,𝑏) and orthogonality property is given by  

  
𝑏

0
𝑧𝑢 (𝑡)𝑧𝑣(𝑡)𝑑𝑡 =  

2−𝑚𝑏, 𝑢 = 𝑣
0, 𝑢 ≠ 𝑣

 . (7) 

 where  

 𝑣 = 2𝑖 + 𝑗 − 1,    𝑖 = 0,1,2, . . . ,    𝑗 = 1,2,3, . . . , 2𝑖 . (8) 

 

Function approximation 

We can expand any function 𝑦(𝑡) ∈ 𝐿2[0,𝑏) in terms of RH functions as  

 𝑦(𝑡) =  +∞
𝑢=0 𝑥𝑢𝑧𝑢 (𝑡), (9) 

 where 𝑥𝑢  are given by  

 𝑥𝑢 =
2𝑚

𝑏
 

𝑏

0
𝑦(𝑡)𝑧𝑢 (𝑡)𝑑𝑡,    𝑢 = 1,2,3, . .. (10) 

 with 𝑢 = 2𝑚 + 𝑛 − 1,    𝑚 = 0,1,2,3, . . . ,    𝑛 = 1,2,3, . . . , 2𝑚  and 𝑢 = 0 for 𝑚 = 𝑛 = 0. 

The series in Eq. (9) contains infinite terms. If, we let 𝑚 = 0,1,2, . . . , 𝑠, then the infinite series in Eq. (9) is 

truncated up to its first 𝑘 terms as  

 𝑦(𝑡) ≃  𝑘−1
𝑢=0 𝑥𝑢𝑧𝑢 (𝑡) = 𝑋𝑇𝜁(𝑡) (11) 

 where  

 𝑘 = 2𝑠+1 ,    𝑠 = 0,1,2, . . .. 
 The RH functions coefficient vector 𝑋 and RH functions vector 𝜁(𝑡) are defined as  

 𝑋 =  𝑥0 , 𝑥1 , … , 𝑥𝑘−1 𝑇 , (12) 
 

 𝜁(𝑡) =  𝜁0(𝑡), 𝜁1(𝑡), … , 𝜁𝑘−1 
𝑇 , (13) 

 where  

 𝜁𝑢(𝑡) = 𝑧𝑢 (𝑡),    𝑢 = 0,1,2, . . . , 𝑘 − 1. (14) 

 If each waveform is divided into eight intervals, the magnitude of the waveform can be represented as [18]  

 𝜒 8×8 =  

𝜁0(𝑡)
𝜁1(𝑡)
⋮
𝜁7(𝑡)

 =

 
 
 
 
 
 
 
 
1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 0 0 0 0
0 0 0 0 1 1 −1 −1
1 −1 0 0 0 0 0 0
0 0 1 −1 0 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 −1 

 
 
 
 
 
 
 

 (15) 

 In Eq. (15) the row denotes the order of the Haar functions. The matrix 𝜒 𝑘×𝑘  can be expressed as  

 𝜒 𝑘×𝑘 =  𝜁(
1

2𝑘
), 𝜁(

3

2𝑘
),… , 𝜁(

2𝑘−1

2𝑘
)  (16) 

 By using Eqs. (11) and (16) we get  

  𝑦(
1

2𝑘
),𝑦(

3

2𝑘
),… , 𝑦(

2𝑘−1

2𝑘
) = 𝑋𝑇𝜒 𝑘×𝑘 , (17) 

 and we have  

 𝑋𝑇 =  𝑦(
1

2𝑘
),𝑦(

3

2𝑘
),… , 𝑦(

2𝑘−1

2𝑘
) 𝜒 𝑘×𝑘

−1 , (18) 
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 where  

 𝜒 𝑘×𝑘
−1 =  

1

𝑘
 𝑑𝑖𝑎𝑔

 

 1,1,2,2, 22 ,… , 22     
22

, 23 ,… , 23     
23

,… ,
𝑘

2
,… ,

𝑘

2   
𝑘

2  

  (19) 

 

Operational matrix of integration 

 The integration of the 𝜁(𝑡) defined in Eq. (13) is given by  

  
𝑡

0
𝜁(ℓ)𝑑ℓ ≃ 𝐽𝜁(𝑡), (20) 

 where 𝐽 = 𝐽𝑘×𝑘  is the 𝑘 × 𝑘 operational matrix for integration and is given in [19] as  

 𝐽𝑘×𝑘 =
𝑏

2𝑘
 

2𝑘𝐽
(
𝑘

2
)×(

𝑘

2
)

−𝜒 
(
𝑘

2
)×(

𝑘

2
)

𝜒 
(
𝑘

2
)×(

𝑘

2
)

−1 0
 , (21) 

 where 𝜒 1 = [1], 𝐽1 = [
1

2
]. 

For example, the matrixes 𝐽8×8 can be written as follows:  

 𝐽8×8 =

 
 
 
 
 
 
 
 
 
 
 
 
 
 

1

2

−1

4

−1

8

−1

8

−1

16

−1

16

−1

16

−1

16
1

4
0

−1

8

1

8

−1

16

−1

16

1

16

1

16
1

16

1

16
0 0

−1

16

1

16
0 0

1

16

−1

16
0 0 0 0

−1

16

1

16
1

64

1

64

1

32
0 0 0 0 0

1

64

1

64

−1

32
0 0 0 0 0

1

64

−1

64
0

1

32
0 0 0 0

1

64

−1

64
0

−1

32
0 0 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 

. (22) 

 

SOLVING LANE-EMDEN EQUATION 

 Consider the following Lane-Emden equation  

 𝑦′′(𝑡) +
𝜆

𝑡
𝑦′(𝑡) + 𝑓(𝑡, 𝑦(𝑡)) = 𝑔(𝑡),        0 < 𝑡 < 𝑏,    𝜆 ≥ 1 (23) 

 

 𝑦(0) = 𝛼,    𝑦′(0) = 𝛽 (24) 
 To solve Eq. (23) with boundary conditions in Eq. (24) we let  

 𝑦′′(𝑡) =  𝑘−1
𝑢=0 𝑥𝑢𝑧𝑢(𝑡) = 𝑋𝑇𝜁(𝑡) (25) 

 where  

 𝑢 = 2𝑚 + 𝑛 − 1,    𝑚 = 0,1,2, . . . ,    𝑛 = 1,2,3, . . . , 2𝑚 . (26) 

 Using Eqs. (20) and (25) we get  

 𝑦′(𝑡) = 𝑋𝑇𝐽𝜁(𝑡) + 𝛽, (27) 
 and  

 𝑦(𝑡) = 𝑋𝑇𝐽  
𝑡

0
𝜁(ℓ)𝑑ℓ + 𝛽𝑡 + 𝛼 = 𝑋𝑇𝐽2𝜁(𝑡) + 𝛽𝑡 + 𝛼 (28) 

 

Using Eqs. (23)-(28) we get  

 𝑋𝑇𝜁(𝑡) +
𝜆

𝑡
(𝑋𝑇𝐽𝜁(𝑡) + 𝛽) + 𝑓(𝑡,𝑋𝑇𝐽2𝜁(𝑡) + 𝛽𝑡 + 𝛼) = 𝑔(𝑡), (29) 

 and therefore  

 𝑋𝑇  𝜁(𝑡) + 𝐽
𝜆

𝑡
𝜁(𝑡) +

𝜆

𝑡
𝛽 + 𝑓(𝑡,𝑋𝑇𝐽2𝜁(𝑡) + 𝛽𝑡 + 𝛼) = 𝑔(𝑡). (30) 

 The residual 𝑅𝑒𝑠𝑘(𝑡) for Eq. (23) can be written as:  

 𝑅𝑒𝑠𝑘(𝑡) ≈ 𝑋𝑇  𝜁(𝑡) + 𝐽
𝜆

𝑡
𝜁(𝑡) +

𝜆

𝑡
𝛽 + 𝑓(𝑡, 𝑋𝑇𝐽2𝜁(𝑡) + 𝛽𝑡 + 𝛼) − 𝑔(𝑡). (31) 

 The equations for obtaining the coefficients 𝑥𝑢  arises from equalizing 𝑅𝑒𝑠𝑘(𝑡)  to zero at 𝑘  RH collocation points 

defined by:  

 𝑡𝑖 =
2𝑖−1

2𝑘
𝑏,    𝑖 = 1,2, . . . ,𝑘. (32) 

 By substitution collocation points 𝑡𝑖 , 𝑖 = 1,2, . . . ,𝑘 in 𝑅𝑒𝑠𝑘(𝑡) and equalizing to zero we have  

 𝑅𝑒𝑠𝑘(𝑡𝑖) = 0,    𝑖 = 1,2, . . . ,𝑘. (33) 

http://saspjournals.com/sjpms
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 Eq. (33) gives 𝑘 nonlinear algebraic equations which can be solved for the unknown coefficients 𝑥𝑢 ,𝑢 = 0,1,… , 𝑘 − 1 

byusingthewellknownNewton’smethod.Consequently,𝑦(𝑡) given in Eq. (23) can be calculated.  

 

ILLUSTRATIVE EXAMPLES 

 In this section, we applied the method presented in this paper for solving Eq. (1) and showed the efficiency of 

the method with the numerical results of two examples. 

 

Example 1 

 Consider the Lane-Emden equation given in [20] by  

 𝑦′′(𝑡) +
8

𝑡
𝑦′(𝑡) + 𝑡𝑦(𝑡) = 𝑡5 − 𝑡4 + 44𝑡2 − 30𝑡,    0 < 𝑡 < 1, (34) 

 𝑦(0) = 0,    𝑦′(0) = 0, 
 with the analytical solution 𝑦(𝑡) = 𝑡4 − 𝑡3. 

 

This type of equation has been solved with Hermite functions collocation [10] homotopy analysis [21], and 

linearization method [22] respectively. 

 

Table 1 shows the comparison of the 𝑦(𝑡) between numerical solutions obtained by the method proposed in this 

letter for 𝑘 = 8,16,32 and their absolute errors with respect to the exact solution. The approximate solution by the 

presented method with 𝑘 = 32 is shown in Fig. 1 to make it easier to compare with the analytic solution. The logarithmic 

graphs of absolute coefficients |𝑥𝑢 | of RH functions for 𝑘 = 16,32 are shown in Figs. 2 and 3.  

 

Example 2 

 Consider the Lane-Emden equation given in [20] by  

 𝑦′′(𝑡) +
2

𝑡
𝑦′(𝑡) − 2(2𝑡2 + 3)𝑦(𝑡) = 0,    0 < 𝑡 ≤ 1, (35) 

 𝑦(0) = 1,    𝑦′(0) = 0, 

 with the analytical solution 𝑦(𝑡) = 𝑒𝑡2
. 

 

By applying the presented method for different values of 𝑘, we obtained the approximate solutions in Table 2. 

The resulting graph of Eq.(35) with present method for 𝑘 = 32 in comparison to the exact solution is shown in Fig. 4. 

The logarithmic graph of the absolute coefficients of RH functions for 𝑘 = 32 is shown in Fig. 5. 

 

Fig. 6 explicate the rapid convergence of the maximum errors for RH collocation method with the increase in 

the orders of approximation for 𝑘 = 4,8,16 and 32.  

 

Table  1: Comparison of absolute errors of Example 1 for different values of 𝒌 

 t  Exact Absolute error=|𝑦𝑒𝑥𝑎𝑐𝑡 − 𝑦𝑅𝐻| 

  k=8 k=16 k=32 

0.1 -0.0009 0.0004610 0.00010955 0.0000200 

0.2 -0.0064 0.0007937 0.00013490 0.0000332 

0.3 -0.0189 0.0006500 0.00016100 0.0000380 

0.4 -0.0384 0.0005230 0.00014900 0.0000350 

0.5 -0.0625 0.0004380 0.00011200 0.0000220 

0.6 -0.0864 0.0003060 0.00005400 0.0000010 

0.7 -0.1029 0.0001100 0.00007000 0.0000300 

0.8 -0.1024 0.0008200 0.00015000 0.0000600 

0.9 -0.0729 0.0016250 0.00035100 0.0000990 

1.0 0.000 0.0021553 0.00052301 0.0001533 
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Fig-1:Graph of equation of Example 1 obtaind by present method (solid line) in comparison with exact solution 

(circles-solid) for 𝒌 = 𝟑𝟐 

 

 
Fig-2: Logarithmic graph of absolute coefficients |𝒙𝒖| of RH functions of Example 1 for 𝒌 = 𝟏𝟔 
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Fig-3: Logarithmic graph of absolute coefficients |𝒙𝒖| of RH functions of Example 1 for 𝒌 = 𝟑𝟐 

 

Table-2: Numerical approximations of Example 2 for different values of 𝒌 

 t  Exact 𝑦𝑅𝐻  

  k=8  k=16 k=32 

0.1 1.0100502 1.0100655 1.0100495 1.0100497 

0.2 1.0408108 1.0408035 1.0407936 1.0408073 

0.3 1.0941743 1.0940582 1.0941545 1.0941677 

0.4 1.1735109 1.1732329 1.1734575 1.1735000 

0.5 1.2840254 1.2837228 1.2839504 1.2840067 

0.6 1.4333294 1.4331505 1.4332458 1.4333013 

0.7 1.6323162 1.6320688 1.6321618 1.6322840 

0.8 1.8964809 1.8959220 1.8964077 1.8964529 

0.9 2.2479080 2.2470309 2.2477875 2.2478930 

1.0 2.7182818 2.7182501 2.7182809 2.7182821 

 

 

 
Fig-4:Graph of equation of Example 2 obtaind by present method (solid line) in comparison with exact solution 

(circles-solid) for 𝒌 = 𝟑𝟐 
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Fig-5:  Logarithmic graph of absolute coefficients |𝒙𝒖| of RH functions of Example 2 for 𝒌 = 𝟑𝟐 

 

 
Fig-6: Error convergence with the different values of 𝒌 for Examples 2 

 

CONCLUSIONS 

 Inthisstudy,weusedtheRHcollocationmethodtoobtainnumericalsolutionsofanonlinearODE’srelatedto

the astrophysics problems. The properties of the RH functions were utilized to reduce the computation of Lane-Emden 

equations to the solution of algebraic equations with unknown coefficients. The effectiveness of the method was 

investigated by comparing the results obtained with the exact solutions. we also showed our method is easy to implement 

and yields very accurate results.  

 

HIGHLIGHTS  

•The RH functions are notable for their rapid convergence for the function expansion. 
•Theproposedmethodcanhandlethesingularitythatoccursattheboundary. 

•ForthefirsttimethecollocationmethodbasedonRHfunctionshasbeenapplied. 

•Theproposed method is utilized to reduce the problem to the solution of algebraic equations. 

•Tablesandfiguresshowthattheerrorsdecreaseasthevaluesof𝑘 increase. 
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