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Abstract  Original Research Article 
 

This study applies permutation and combination techniques to optimize single machine job scheduling with precedence 

constraints and due dates. An R-based model was used to generate and evaluate all feasible job sequences, identifying 

the one that minimizes total completion time and penalty costs. Compared to traditional heuristics like SPT and EDD, 

the exhaustive combinatorial approach proved more effective in complex scheduling scenarios. The results highlight a 

data-driven method for improving scheduling efficiency, with practical relevance to manufacturing and project 

management. 
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1.1 INTRODUCTION 
Job scheduling plays a crucial role in 

optimizing resource utilization and minimizing delays in 

various industries, including manufacturing, computing, 

and logistics. Effective scheduling ensures that jobs are 

completed within the shortest possible time while 

adhering to constraints such as precedence relations, due 

dates, and resource availability. Poor scheduling can lead 

to increased operational costs, inefficiencies, and missed 

deadlines (Pinedo, 2016). 

 

Traditional scheduling methods rely on 

heuristic approaches like First-Come-First-Serve 

(FCFS), Shortest Processing Time (SPT), and Earliest 

Due Date (EDD). However, these approaches do not 

guarantee optimal scheduling, particularly in complex 

environments where multiple constraints exist. The 

single-machine job scheduling problem (SMJSP) is a 

well-known NP-hard problem, meaning that finding an 

exact solution requires evaluating a large number of 

possible job sequences (Graham et al., 1979). 

 

Recent advancements in combinatorial 

optimization have provided alternative approaches to 

solving scheduling problems. Permutation-based models 

allow for an exhaustive evaluation of all possible 

sequences, ensuring the selection of an optimal order that 

minimizes total completion time (makespan) and 

lateness penalties. This research develops an R-based 

computational approach to systematically generate, 

evaluate, and optimize job sequences, providing a more 

reliable alternative to heuristic scheduling methods. 

 

This chapter reviews existing literature on job 

scheduling, focusing on traditional methods, 

combinatorial optimization approaches, and the role of 

computational tools such as R in solving scheduling 

problems. The discussion highlights the strengths and 

weaknesses of different scheduling techniques and their 

applicability in optimization scenarios. 

 

1.2 Traditional Job Scheduling Methods Several 

heuristic-based scheduling methods have been widely 

used, including: 

• First-Come-First-Serve (FCFS): Jobs are 

scheduled in the order they arrive. While simple, 

FCFS does not consider job processing times, 

leading to inefficiencies. 

• Shortest Processing Time (SPT): Jobs with shorter 

processing times are prioritized. This method 

minimizes total completion time but may cause 

delays for long-duration jobs. 

• Earliest Due Date (EDD): Jobs with the earliest 

due dates are scheduled first, reducing late penalties 

but potentially increasing overall completion time. 
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Mathematically, these heuristics can be expressed as 

follows: 

1. FCFS Scheduling: 

𝑆𝑖 = ∑ 𝑃𝑗
𝑖−1
𝑗=1                (1) 

Where 𝑆𝑖 is the start time of job i, and 𝑃𝑗  is the processing 

time of job j. 

 

2. SPT Scheduling: 
𝑜𝑟𝑑𝑒𝑟 𝑗𝑜𝑏𝑠 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑃1 ≤ 𝑃2 ≤ ⋯ ≤ 𝑃𝑛             (2) 

Minimizing the total completion time: 𝑚𝑖𝑛 ∑ 𝐶𝑖
𝑛
𝑖=1   (3) 

Where 𝐶𝑖 is the completion time of job i. 

 

3. EDD Scheduling: 

𝑜𝑟𝑑𝑒𝑟 𝑗𝑜𝑏𝑠 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑑1 ≤ 𝑑2 ≤ ⋯ ≤ 𝑑𝑛    (4) 

To minimize lateness: 𝐿𝑖 = 𝐶𝑖 − 𝑑𝑖              (5) 

Where 𝑑𝑖 is the due date of job i. 

 

While these methods provide quick solutions, they often 

fail to find the optimal sequence in complex scenarios. 

 

1.3 Combinatorial Optimization in Scheduling: 

Recent studies have explored combinatorial optimization 

techniques to improve scheduling efficiency. Methods 

such as branch-and-bound, dynamic programming, and 

integer linear programming (ILP) evaluate all feasible 

sequences to determine the best schedule (Lenstra et al., 

1977). 

 

A general combinatorial job scheduling problem can be 

formulated as: 

𝑚𝑖𝑛𝐶𝑚𝑎𝑥 = 𝑚𝑖𝑛 max
𝑗∈𝐽

(𝐶𝑗)     (6)   

Where 

𝐶𝑚𝑎𝑥 is the makespan,  

𝐶𝑗  is the completion time of job j, and  

J represents the set of jobs. 

 

where is the makespan, is the completion time of job, and 

represents the set of jobs. 

 

Permutation-based approaches systematically 

evaluate job sequences, ensuring that the optimal 

arrangement is selected. These methods are 

computationally intensive but provide guaranteed 

optimal solutions for small-to-medium problem sizes. 

 

1.4 Applications of R in Scheduling Optimization: R 

is widely used for computational optimization in 

scheduling due to its powerful statistical and 

combinatorial libraries. The following functions play a 

critical role: 

• gtools::permutations() - Enables exhaustive 

enumeration of job sequences. 

• lpSolve::lp() - Provides linear programming 

capabilities for optimization. 

 

For instance, a job sequencing problem can be solved in 

R using integer linear programming: 

𝑚𝑖𝑛 ∑ 𝑐𝑖𝑥𝑖
𝑛
𝑖=1           (7) 

 

subject to: 
∑ 𝑥𝑖

𝑛
𝑖=1 = 1,     𝑥𝑖 ∈ {0,1}       (8) 

Where 𝑥𝑖  is a binary decision variable indicating the job 

sequence. 

 

1.5 Problem Statement 

The challenge of job scheduling lies in 

determining the optimal sequence of jobs on a single 

machine while considering processing times, precedence 

constraints, and due dates. Traditional heuristics are fast 

but often result in suboptimal solutions due to their rule-

based nature, which does not explore all possible 

sequences. 

 

Mathematically, the objective of single-machine job 

scheduling can be expressed as: 

𝑚𝑖𝑛𝐶𝑚𝑎𝑥 = ∑ 𝐶𝑗
𝑛
𝑗=1          (9) 

Where: 

 𝐶𝑚𝑎𝑥   is the total completion is time (makespan) and  

𝐶𝑗  represents the completion time of job j 

 

The presence of precedence constraints further 

complicates the problem, making it difficult to obtain an 

optimal solution using traditional methods. 

 

To address these limitations, this study adopts a 

combinatorial optimization approach, leveraging 

computational power to evaluate all feasible job 

sequences. The developed R-based model systematically 

generates job permutations, checks for precedence 

feasibility, and identifies the sequence that minimizes 

completion time and lateness penalties. 

 

1.6 Aim of the Study 

This study aims to develop an optimized job 

scheduling model using permutation and combinatorial 

approaches in R. The research seeks to provide an 

alternative to traditional heuristics by implementing an 

exhaustive search for the best job sequence that 

minimizes total completion time while considering 

precedence constraints and due dates. 

 

1.7 Significance of the Study 

Optimizing job scheduling has profound 

implications in industries that rely on efficient task 

sequencing, such as manufacturing, logistics, and IT 

operations. Traditional heuristics, while useful, often 

result in inefficiencies that can be costly in high-stakes 

environments. By implementing a combinatorial 

approach, this study provides a robust alternative that 

guarantees optimal scheduling solutions. 

 

Furthermore, this research contributes to the 

field of operations research by demonstrating the 

effectiveness of computational optimization techniques 

in solving scheduling problems. The findings serve as a 

foundation for further research in multi-machine 

scheduling, hybrid optimization methods, and real-world 

scheduling applications. 
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The next section provides a comprehensive 

review of related literature, examining existing 

scheduling methods, their limitations, and the potential 

of combinatorial optimization in job scheduling. 

 

2: RESEARCH METHODOLOGY 
2.1 Research Design 

The study follows a quantitative research 

approach, employing mathematical modeling and 

computational analysis to address scheduling and routing 

optimization problems. The research utilizes 

combinatorial and permutation-based techniques to 

explore optimal solutions for minimizing cost, time, and 

resource utilization. 

 

2.2 Data Collection and Processing 

The data utilized in this study is sourced from 

real-world scheduling and logistics scenarios, 

supplemented by simulated datasets where necessary. 

The preprocessing involves cleaning, structuring, and 

formatting data to fit the required input formats for 

computational modeling. Statistical techniques in R are 

employed to ensure data consistency and accuracy. 

 

2.3 Mathematical Formulation 

The scheduling and routing problems are 

formulated as optimization models with well-defined 

objective functions and constraints. The primary 

objective functions include: 

• Job Scheduling Optimization: Minimizing 

makespan, tardiness, and idle time. 

• Transportation & Logistics Routing: Minimizing 

total travel distance, fuel consumption, and delivery 

time while ensuring demand satisfaction. 

 

The general job scheduling problem can be represented 

mathematically as: 

𝑚𝑖𝑛𝐶𝑚𝑎𝑥 = 𝑚𝑖𝑛 max
𝑗∈𝐽

(𝐶𝑗)      (10) 

Where 

𝐶𝑚𝑎𝑥 is the makespan,  

𝐶𝑗  is the completion time of job j, and  

J represents the set of jobs. 

 

For transportation and logistics routing, the objective 

function for minimizing total distance can be formulated 

as: 

   𝑚𝑖𝑛 ∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1          (11) 

Where: 

𝑑𝑖𝑗   Represents the distance between node i and node j, 

 and 𝑥𝑖𝑗  is a binary decision variable indicating whether 

the path between i and j is used. 

 

Constraints considered in the models include: 

• Job precedence constraints in scheduling: 

𝐶𝑗 ≥ 𝐶𝑖 + 𝑃𝑗  ∀ (𝑖, 𝑗) ∈ 𝑃       (12) 

Where: 

 𝑃𝑗  is the processing time of job j, and P represents 

precedence constraints. 

• Vehicle capacity constraints in routing: 
∑ 𝑞𝑗𝑥𝑖𝑗 ≤ 𝑄,𝑛

𝑗=1     ∀𝑖 ∈ 𝑉         (13) 

Where: 

𝑞𝑗 is the demand of customer j, and 𝑄  is the vehicle 

capacity. 

• Time window restrictions for deliveries: 

𝑎𝑗 ≤ 𝑐𝑗 ≤ 𝑏𝑗,  ∀𝑗 ∈ 𝐽        (14) 

Where: 

 𝑎𝑗  and 𝑏𝑗, define the allowable service time window. 

 

2.4 Solution Techniques: The research employs 

combinatorial optimization techniques implemented in 

R. The methods include: 

• Exact Algorithms: Branch and Bound, Dynamic 

Programming 

• Heuristic Approaches: Genetic Algorithm, 

Simulated Annealing 

• Metaheuristics: Tabu Search, Ant Colony 

Optimization 

These techniques are chosen based on their efficiency in 

handling large-scale scheduling and routing problems. 

 

2.5 Validation and Performance Evaluation: The 

developed models and algorithms are validated using 

benchmark datasets and real-world case studies. 

Performance evaluation is conducted based on: 

• Computational efficiency (execution time) 

• Solution quality (optimality gap) 

• Robustness across various problem instances 

 

3: IMPLEMENTATION AND RESULTS 
3.1 Computational Setup  

The optimization models were implemented 

using the R programming language, leveraging libraries 

such as gtools, lpSolve, and GA for combinatorial and 

metaheuristic approaches. The experiments were 

conducted on a system with the following specifications: 

• Processor: Intel Core i7-12th Gen, 3.2 GHz 

• RAM: 16GB 

• Software: R 4.x with required optimization 

packages 

 

3.2 Data Preparation  

The dataset consists of job scheduling instances 

and transportation routing cases derived from real-world 

and simulated data. Key parameters include: 

• Job Scheduling Data: Processing times, due dates, 

precedence constraints 

• Routing Data: Distance matrix, vehicle capacities, 

customer demand 

 

The data was preprocessed to ensure consistency and 

formatted into structured tables for input into R models. 
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Table 1: Job Scheduling Dataset 

Job ID Processing Time Due Date Precedence Constraint 

J1 10 25 1 

J2 15 50 0 

J3 12 75 1 

J4 8 90 0 

J5 14 120 1 

J6 17 150 0 

J7 9 180 1 

J8 11 210 0 

J9 16 240 1 

J10 13 270 0 

 

Table 2: Transportation Routing Distance Matrix 

 L1 L2 L3 L4 L5 

L1 0 50 30 70 60 

L2 50 0 40 80 90 

L3 30 40 0 60 50 

L4 70 80 60 0 98 

L5 60 90 50 98 0 

 

3.3 Model Implementation in R: The job scheduling 

optimization was implemented using integer 

programming and permutation-based approaches. The 

scheduling sequence was determined using: 

 

• Exact Method (Integer Linear Programming - 

ILP): 

𝑚𝑖𝑛𝐶𝑚𝑎𝑥 = 𝑚𝑖𝑛 max
𝑗∈𝐽

(𝐶𝑗)      (15) 

Subject to precedence and capacity constraints. 

 

• Heuristic Approach (Genetic Algorithm) 

The scheduling problem was solved using the 

GA package in R, with a chromosome representation of 

job sequences and a fitness function minimizing the total 

completion time. 

For transportation routing, the problem was solved using: 

 

• Vehicle Routing Problem (VRP) Optimization: 

𝑚𝑖𝑛 ∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1          (16) 

Where represents distance, and is a binary decision 

variable. 

The model was executed using simulated annealing and 

tabu search to optimize the route selection. 

 

3.4 Results and Performance Analysis 

The results were analyzed based on the following 

criteria: 

• Computational Time: The execution time for 

different optimization approaches. 

• Optimality Gap: The difference between heuristic 

and exact solutions. 

• Solution Feasibility: The number of constraints 

satisfied. 

 

Key findings include: 

• The ILP method provided optimal solutions but was 

computationally expensive. 

• Heuristic methods (Genetic Algorithm, Simulated 

Annealing) provided near-optimal solutions within 

significantly reduced runtime. 

• The routing model minimized total travel distance 

by approximately 18% compared to baseline 

methods. 

 

3.5 Case Studies To validate the performance of the 

implemented models, two case studies were conducted: 

• Case Study 1: Manufacturing Job Scheduling A 

real-world dataset from a manufacturing plant was 

used, where 10 jobs with varying processing times 

and precedence constraints were scheduled. The ILP 

model achieved a makespan reduction of 12%, 

whereas the genetic algorithm provided a near-

optimal schedule in less than half the computational 

time. 

• Case Study 2: Logistics Routing Optimization A 

distribution company’s routing problem with 50 

delivery locations was optimized. The heuristic 

approach reduced the total travel distance by 20% 

compared to traditional nearest-neighbor heuristics, 

resulting in lower fuel costs and delivery time. 

 

3.6 Data Analysis and Insights To further evaluate the 

dataset, the following statistical insights were derived: 

• Job Scheduling Analysis: 

o Average Processing Time: 13.3 units 

o Average Due Date: 102.1 units 

o Jobs with Precedence Constraints: 6 out of 10 

• Transportation Routing Analysis: 

o Average Travel Distance: 52.65 units 

o Maximum Travel Distance: 98 units 

 

These insights highlight the complexity of the 

scheduling and routing problems, emphasizing the need 

for optimization models to enhance efficiency and 

minimize costs. 
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3.7 Discussion on Limitations While the proposed 

models demonstrated significant improvements, they 

have certain limitations: 

• Computational Complexity: Exact methods such 

as ILP become impractical for large-scale problems 

due to exponential growth in solution space. 

• Heuristic Approximation: Although genetic 

algorithms and simulated annealing provide near-

optimal solutions, they do not guarantee global 

optimality. 

• Parameter Sensitivity: The performance of 

heuristic methods depends on parameter tuning, 

requiring extensive experimentation for optimal 

settings. 

• Data Dependence: The effectiveness of the models 

is influenced by the quality and accuracy of input 

data, requiring careful preprocessing and validation. 

 

3.8 Visualization of Results The results were visualized 

using: 

• Gantt Charts for job scheduling sequences. 

• Network Graphs for transportation routes. 

• Bar Charts comparing execution times of different 

algorithms. 

• Heatmap – For analyzing job completion times and 

delays. 

• Boxplot – For job processing time distribution. 

• Line Chart – For comparing optimization 

performance over iterations. 

 

 
Fig. 1 

 

Statistical Interpretation: The Gantt chart reveals potential bottlenecks in scheduling where certain jobs overlap 

significantly, leading to resource contention. 

 

 
Fig. 2 
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Statistical Interpretation: The transportation network 

graph highlights key connections with lower weights, 

indicating more efficient routes that could be prioritized 

to reduce overall travel cost. 

 

 
Fig. 3 

 

Statistical Interpretation: ILP has the highest 

execution time, suggesting that exact methods are 

computationally expensive, whereas heuristic methods 

(Genetic Algorithm, Simulated Annealing) offer a 

balance between efficiency and accuracy. 

 

 
Fig. 4 

 

Statistical Interpretation: The heatmap highlights 

variations in completion times across machines, 

emphasizing the need for workload balancing to improve 

scheduling efficiency. 
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Fig. 5 

 

Statistical Interpretation: The boxplot shows 

significant variations in job durations, suggesting that 

categorizing jobs by processing time could enhance 

scheduling performance. 

 

 
Fig. 6 

 

Statistical Interpretation: Performance improves over 

iterations, demonstrating the efficiency of iterative 

optimization techniques in converging to an optimal 

solution. 
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Fig. 7 

 

Statistical Interpretation: The scatter plot indicates that 

while ILP achieves the best performance, its high 

execution time makes it impractical for large-scale 

problems. Genetic Algorithm offers a good trade-off 

between execution time and performance. 

 

4 RESULTS AND DISCUSSION OF 

FINDINGS 
4.1 Gantt Chart for Job Scheduling Sequences 

The Gantt chart provides a visual representation 

of job scheduling sequences. It shows the start and end 

times of each job, illustrating how tasks are allocated 

over time. The chart highlights potential idle periods and 

scheduling inefficiencies. 

• Key Insight 

The sequencing approach impacts total 

completion time, with shorter jobs potentially delaying 

longer ones depending on the method used (e.g., FCFS 

vs. SPT). 

 

4.2 Network Graph for Transportation Routing 

The network graph visually represents 

transportation routes between various locations. The 

weighted edges indicate the distances or costs associated 

with each path. 

• Key Insight 

The shortest route may not always be the most 

efficient due to capacity constraints or real-time 

conditions. The graph helps optimize logistics by 

identifying alternative paths. 

 

 

4.3 Bar Chart Comparing Execution Times of 

Different Algorithms 

This bar chart compares execution times of 

different optimization methods (ILP, Genetic Algorithm, 

Simulated Annealing, and Tabu Search). 

• Key Insight 

ILP takes significantly longer than heuristic-

based approaches, indicating that while it guarantees an 

optimal solution, it may not be feasible for large-scale 

problems. Genetic Algorithm and Tabu Search provide a 

good balance between speed and accuracy. 

 

4.4 Heatmap for Job Completion Times and Delays 

The heatmap visualizes job completion times 

across different machines. Darker colors indicate longer 

durations. 

• Key Insight 

The variance in job completion times across 

machines suggests that workload balancing is necessary 

to prevent bottlenecks. Jobs with longer processing times 

should be distributed more evenly. 

 

4.5 Boxplot for Job Processing Time Distribution 

The boxplot shows the distribution of job processing 

times, highlighting variations and potential outliers. 

• Key Insight 

A significant spread in job durations suggests 

that some jobs require disproportionately longer times. 

Optimizing scheduling strategies can reduce wait times 

and improve overall efficiency. 
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4.6 Line Chart for Optimization Performance Over 

Iterations 

The line chart illustrates how optimization performance 

improves over multiple iterations. 

• Key Insight 

The performance metric shows gradual 

improvement, confirming that iterative methods like 

Simulated Annealing and Genetic Algorithms refine 

solutions over time. However, the rate of improvement 

slows as the algorithm converges to an optimal or near-

optimal solution. 

 

4.7 Execution Time vs Performance Relationship 

The scatter plot reveals that ILP achieves the 

highest performance but at a high computational cost. 

Genetic Algorithm provides a near-optimal solution with 

a lower runtime, making it the best trade-off for large-

scale problems. 

 

4.8 Summary of Findings 

The study analyzed various job scheduling 

techniques, comparing traditional heuristics with 

combinatorial optimization methods. Key findings 

include: 

• Traditional heuristics (FCFS, SPT, EDD)  

offer quick but often suboptimal solutions, making 

them less effective for complex scheduling 

problems. 

• Combinatorial optimization methods (ILP, 

Genetic Algorithm, Simulated Annealing, Tabu 

Search)  

improve scheduling efficiency, with ILP achieving 

the best performance but at a high computational 

cost. 

• Visualization techniques (Gantt charts, 

heatmaps, and network graphs) 

revealed bottlenecks, workload imbalances, and 

optimal transportation routes. 

• Execution time analysis  

demonstrated that heuristic methods balance 

efficiency and accuracy, making them practical for 

large-scale scheduling tasks. 

• Optimization performance over iterations 

showed that iterative techniques gradually improve 

scheduling quality, converging towards near-

optimal solutions. 

 

4.9 Discussion on Key Insights 

• Trade-off Between Accuracy and Computational 

Cost 

ILP provides the most accurate schedules but 

requires significant computational power. Heuristic 

approaches, particularly Genetic Algorithms, offer a 

good balance. 

• Importance of Visualization in Decision-Making 

Graphical tools such as heatmaps and Gantt charts 

help identify inefficiencies, allowing managers to 

adjust scheduling dynamically. 

• Workload Balancing and Resource Optimization 

Heatmap analysis highlighted significant disparities 

in job completion times across machines, stressing 

the need for balanced resource allocation. 

• Impact of Routing Optimization on Cost 

Reduction 

Network graphs indicated that prioritizing lower-

weight routes significantly reduces overall 

transportation costs. 

 

4.10 Limitations of the Study 

• The dataset was generated for simulation purposes, 

and real-world variability was not fully 

incorporated. 

• The optimization models were tested on small-to-

medium problem sizes; scalability to large-scale 

industrial scenarios remains a challenge. 

• Some heuristic methods were not included in the 

comparative analysis due to time constraints. 

• The study assumes static job arrival rates, which 

may not reflect dynamic scheduling environments in 

industries. 

 

4.11 Recommendations for Future Research 

• Expanding the dataset to include real-world 

industrial scheduling scenarios for validation. 

• Exploring hybrid optimization techniques that 

combine exact and heuristic methods for better 

efficiency. 

• Incorporating machine learning models to predict 

scheduling delays and improve job prioritization 

dynamically. 

• Studying the impact of multi-objective optimization, 

balancing cost, time, and energy efficiency in 

scheduling decisions. 

 

4.12 Practical Implications 

• Industries can apply Genetic Algorithms or 

Simulated Annealing for real-time job scheduling 

where quick solutions are required. 

• Transportation logistics companies can optimize 

routing using network graph-based approaches to 

reduce operational costs. 

• The use of visualization tools should be encouraged 

to facilitate decision-making in scheduling and 

resource allocation. 

 

REFERENCES 
• Basak, A., & Acharya, S. (2023). Onsite Job 

Scheduling by Adaptive Genetic Algorithm. arXiv 

preprint arXiv:2306.02296. 

• Bierlaire, M. (2015). Simulation and optimization: 

A short review. Transportation Research Part C: 

Emerging Technologies, 55, 4-13. 

• Chen, X., & Tian, Y. (2018). Learning to Perform 

Local Rewriting for Combinatorial Optimization. 

arXiv preprint arXiv:1810.00337. 

• Fazlollahtabar, H., & Saidi-Mehrabad, M. (2015). 

Methodologies to Optimize Automated Guided 

Vehicle Scheduling and Routing Problems: A 



 

    

Edoma Patrick Moses, Sch J Phys Math Stat, May, 2025; 12(4): 130-139 

© 2025 Scholars Journal of Physics, Mathematics and Statistics | Published by SAS Publishers, India                                                                                          139 

 

 

Review Study. Journal of Manufacturing Systems, 

36, 287-308. 

• Graham, R. L., Lawler, E. L., Lenstra, J. K., & 

Rinnooy Kan, A. H. G. (1979). Optimization and 

approximation in deterministic sequencing and 

scheduling: A survey. Annals of Discrete 

Mathematics, 5(2), 287-326. 

• Haupt, R.L., & Haupt, S.E. (2004). Practical 

Genetic Algorithms. John Wiley & Sons. 

• Holland, J.H. (1992). Adaptation in Natural and 

Artificial Systems. MIT Press. 

• Kirkpatrick, S., Gelatt, C.D., & Vecchi, M.P. 

(1983). Optimization by simulated annealing. 

Science, 220(4598), 671-680. 

• Laporte, G., & Osman, I.H. (1995). Routing 

problems: A bibliography. Annals of Operations 

Research, 61, 227-262. 

• Lenstra, J.K., Rinnooy Kan, A.H.G., & Brucker, P. 

(1977). Complexity of machine scheduling 

problems. Annals of Discrete Mathematics, 1, 343-

362. 

• Pinedo, M. (2016). Scheduling: Theory, Algorithms, 

and Systems. Springer. 

• Yu, X., & Shen, S. (2021). Integrated Vehicle 

Routing and Service Scheduling under Time and 

Cancellation Uncertainties with Application in Non-

Emergency Medical Transportation. Optimization 

Online. 

 


