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Abstract  Original Research Article 
 

As artificial intelligence (AI) systems become increasingly integrated into high-impact domains, the imperative to ensure 

legal compliance throughout their development and deployment lifecycle has never been greater. Regulatory 

frameworks such as the General Data Protection Regulation (GDPR) and the forthcoming EU Artificial Intelligence Act 

(AI Act) impose detailed obligations related to privacy, transparency, and accountability. However, translating these 

legal requirements into actionable engineering practices remains a challenge, especially within the fast-paced and 

automated workflows of AI DevOps. This paper addresses this gap by proposing a set of compliance-aware models for 

embedding regulatory logic into Continuous Integration and Continuous Deployment (CI/CD) pipelines. Through a 

design science methodology, the study introduces four technical diagrams: a compliance diagram, an embedded pipeline 

architecture, a GDPR lifecycle mapping model, an AI Act risk-based gatekeeping system, and a DevSecOps workflow 

with legal checkpoints. Each diagram operationalizes specific aspects of GDPR and AI Act mandates, transforming 

them into automation-ready, modular components compatible with modern DevOps tools. The models are evaluated 

through a critical engagement with recent literature, drawing from 15 authoritative sources. Sector, specific adaptability, 

tooling implications, and organizational challenges are also addressed. The result is a practical framework that enables 

developers, compliance officers, and AI engineers to design and deploy systems that are both legally accountable and 

agile. This research advances the discourse on responsible AI development by reframing compliance as a core design 

principle within the software delivery lifecycle. It offers both conceptual clarity and practical guidance for organizations 

seeking to develop AI systems that are lawful by default. 
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1. INTRODUCTION 
The acceleration of artificial intelligence (AI) 

adoption across industries has simultaneously 

heightened concerns around the legal and ethical 

implications of AI system development. While AI 

enables unprecedented capabilities in automation, 

prediction, and personalization, it also raises pressing 

questions about privacy, accountability, and regulatory 

oversight. To address these challenges, frameworks like 

the General Data Protection Regulation (GDPR) and the 

forthcoming EU Artificial Intelligence Act (AI Act) aim 

to codify safeguards directly into the lifecycle of AI 

systems. However, as these regulations take hold, the 

central question remains: how can we embed these 

complex legal requirements into the fast-paced, 

automated workflows of AI DevOps, particularly within 

CI/CD pipelines? A growing body of research 

acknowledges this tension between speed and 

compliance. For example, Korrapati (2019) highlights 

that the traditional separation between legal review and 

software deployment has become untenable in AI-driven 

environments. His proposed compliance-aware CI/CD 

framework integrates policy enforcement mechanisms 

directly into deployment pipelines, an approach echoed 

by Devarakonda (2021), who presents an integrated 

platform for automating security and regulatory 

compliance in cloud-based DevOps. 

 

Where these two contributions offer 

foundational blueprints, Grünewald et al.,(2021) take it 

a step further by demonstrating runtime transparency as 

a key mechanism for continuous compliance. Their 

Hawk framework, designed for cloud, native systems, 

actively monitors deployments to ensure real-time 
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accountability, aligning closely with GDPR’s 

requirement for explainability and auditability. 

Similarly, Li et al.,(2020) dissect the implications of the 

GDPR at the continuous integration level, emphasizing 

the operational feasibility of embedding privacy 

constraints, such as consent checks and data 

minimization, as part of automated test suites and data 

validation gates. As AI models become more complex 

and their training data more sensitive, integrating such 

legal controls requires more than technical 

instrumentation; it calls for intelligent orchestration. Fu, 

Pasuksmit, and Tantithamthavorn (2019) propose 

utilizing AI to manage DevSecOps workflows, thereby 

enabling adaptive risk assessment and policy application. 

Along this trajectory, Wang and Yang (2020) suggest 

that machine learning can be leveraged to automate 

compliance mapping in cloud environments, reducing 

the cognitive burden on human developers while 

improving audit traceability. 

 

What emerges from these insights is an 

apparent convergence toward compliance as a code. In 

this paradigm, legal policies are translated into 

executable artifacts that live and evolve within the CI/CD 

lifecycle. This is particularly relevant for the AI Act, 

which classifies AI systems based on risk levels, each 

with corresponding regulatory obligations. In this space, 

Coston et al.,(2020) introduce AZTRM, D, an AI-

integrated DevSecOps model that combines zero-trust, 

risk management, and automated compliance 

verification. Their system is notable for not treating 

compliance as an afterthought, but for embedding it 

within the trust boundary of the development 

infrastructure. At the same time, the ethical dimension 

cannot be overlooked. Chikwarti and Wong (2020) 

provide a thoughtful examination of how AI can be used 

to govern its own data handling practices, ensuring 

compliance with the GDPR’s core principles, such as 

data subject rights and data minimization. Their work 

underlines a critical point: technical solutions are only 

meaningful when they support the spirit, not just the 

letter, of the law. 

 

From a more evaluative perspective, Binbeshr 

and Imam (2020) conduct a comparative review of AI-

based DevSecOps security frameworks, identifying 

where existing solutions fall short in terms of privacy, by 

design principles. Their synthesis calls for more 

empirical validation, a direction furthered by Rajakumar 

and Thason (2020), who assess the effectiveness of real-

world compliance integrations in continuous delivery 

pipelines. The importance of domain-specific adaptation 

is reinforced by the Jetir Research Team (Rautiainen et 

al., 2021), whose work on model compliance in sectoral 

pipelines (e.g., healthcare, finance) demonstrates the 

contextual sensitivity of implementing GDPR and AI 

Act mandates. Meanwhile, researchers such as Agoro 

and James (2021) and Xu and Chen (2019) advocate for 

AI-enhanced continuous integration systems that treat 

software quality and legal conformity as interdependent 

goals. 

 

Comprehensive reviews by Yang and Li (2021) 

and Zhang and Liu (2019) provide a systematic overview 

of how AI tools are being embedded in CI/CD 

workflows. Both underscore a critical insight: the 

landscape is evolving from fragmented compliance 

patches to end-to-end, risk-aware pipelines driven by 

automation and governed by ethical rulesets. Together, 

these perspectives converge on a shared understanding: 

operationalizing legal compliance in AI DevOps is no 

longer optional; it is a strategic imperative. The 

challenge lies not merely in interpreting the law, but in 

engineering it into automated systems in a way that is 

auditable, adaptive, and above all, aligned with the 

public interest. 

 

2. OBJECTIVES 
• To analyze the legal requirements of the 

General Data Protection Regulation (GDPR) 

and the EU Artificial Intelligence Act (AI Act) 

as they pertain to the development and 

deployment of AI systems. 

• To explore how CI/CD pipelines in AI DevOps 

environments can be engineered to incorporate 

these regulatory requirements proactively and 

automatically. 

• To design and present technical models, 

including system diagrams, compliance 

workflows, and operational schemas, that 

demonstrate how legal compliance can be 

embedded into the software development 

lifecycle. 

• To evaluate existing approaches and tools for 

compliance automation, identifying their 

strengths, limitations, and alignment with 

regulatory expectations. 

• To contribute a reference framework that can 

guide developers, legal teams, and DevOps 

engineers in building compliance-aware, 

scalable, and trustworthy AI systems. 

 

3. LITERATURE REVIEW 
The question of how to operationalize legal 

compliance in AI DevOps has garnered increasing 

attention as organizations grapple with the dual demands 

of innovation and regulation. Central to this conversation 

is the challenge of embedding compliance into the very 

pipelines that deliver AI systems. The literature suggests 

that this challenge is not just legal or technical, but 

fundamentally architectural, requiring a rethinking of 

how code, data, and policy interact across the 

development lifecycle. A foundational argument made 

by Korrapati (2019) is that compliance mechanisms must 

be as automated and continuous as the DevOps 

workflows they are meant to govern. In his framework, 

CI/CD pipelines are enhanced with compliance, as code 

modules that act as policy validators. This represents a 
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significant departure from conventional models, where 

legal reviews typically occur after development. Instead, 

compliance becomes part of the pipeline logic itself, 

running in parallel with unit tests, vulnerability scans, 

and model performance checks. Building on this 

principle of automation, Devarakonda (2021) presents a 

cloud, native architecture that emphasizes the tight 

integration of security, data governance, and legal 

compliance. His work illustrates that treating compliance 

as a modular, callable function enables reuse and 

consistency across teams and deployments. What makes 

this approach compelling is not merely its technical 

feasibility, but its ability to scale alongside agile 

development processes. 

 

The need for real-time visibility into system 

behaviors has also emerged as a recurring theme. 

Grünewald et al.,(2021) introduce the Hawk framework, 

which brings transparency and accountability to cloud, 

native systems through runtime observability. By 

continuously validating system behavior against 

compliance policies, their solution exemplifies what it 

means to move from static audits to dynamic assurance. 

Their work suggests that observability is not just a 

debugging tool but a compliance asset. A critical piece 

of the compliance puzzle is the General Data Protection 

Regulation, and several researchers have sought to 

operationalize its principles in AI contexts. Li et 

al.,(2020) argue that GDPR compliance can be achieved 

within continuous integration pipelines by embedding 

checks for data minimization, consent validation, and 

user access rights into the early stages of model 

development. Their study shows that when privacy 

requirements are translated into executable logic, they no 

longer remain abstract constraints but become 

measurable conditions. 

 

The conversation expands further with 

contributions from Fu, Pasuksmit, and Tantithamthavorn 

(2019), who explore the use of AI to automate and 

optimize DevSecOps practices. They propose that AI 

agents can assist in interpreting compliance policies, 

classifying model risk, and ensuring consistency across 

releases. Similarly, Wang and Yang (2020) focus on 

automating legal checks in cloud environments using 

machine learning. Their model identifies non-compliant 

configurations in real-time and flags them before 

deployment, thereby reducing the likelihood of 

regulatory violations. The integration of risk 

management into DevOps is another area gaining 

momentum, particularly in light of the upcoming EU AI 

Act. Coston et al.,(2020) propose AZTRM, a composite 

framework that incorporates DevSecOps, zero-trust 

principles, and AI-based risk assessment. Their emphasis 

on aligning infrastructure with policy demonstrates that 

trust must be engineered at every layer of the pipeline. 

Their work is particularly relevant for systems deemed 

high-risk under the AI Act, where pre-deployment 

controls and human oversight are legally mandated. 

 

While several studies focus on technical 

mechanisms, others approach the issue from a data 

governance perspective. Chikwarti and Wong (2020) 

emphasize that AI systems cannot be GDPR, compliant 

unless their data handling practices are also AI-aware. 

They propose the use of adaptive governance engines 

that evolve in tandem with the data they manage. Their 

emphasis on adaptability challenges the notion that 

compliance tools can be static or one-size-fits-all. The 

complexity of integrating all these concerns is addressed 

in the comparative study by Binbeshr and Imam (2020). 

Their analysis of multiple DevSecOps approaches 

reveals a fragmented ecosystem in which privacy and 

legal controls are inconsistently implemented. Their 

findings call for unified frameworks and standardized 

practices that can bridge the gap between legal mandates 

and development realities. 

 

Rajakumar and Thason (2020) respond to this 

challenge with a practical evaluation of how AI-driven 

DevSecOps pipelines perform in terms of compliance 

and security. Their work provides empirical evidence 

that compliance-aware automation reduces deployment 

friction and improves system resilience. They argue that 

embedding legal logic into the pipeline does not hinder 

development; it accelerates it by reducing the risk of 

rework or legal exposure. From a domain-specific 

perspective, the Jetir Research Team (Rautiainen et al., 

2021) explores how compliance requirements vary 

across sectors. In regulated fields such as healthcare and 

finance, the stakes for non-compliance are significantly 

higher. Their research advocates for pipelines that are 

tailored not only to model risk but also to the regulatory 

context in which those models operate. 

 

A cluster of recent studies also sheds light on 

the expanding role of AI within CI/CD workflows. 

Agoro and James (2021), Xu and Chen (2019), Yang and 

Li (2021), and Zhang and Liu (2019) explore how AI can 

enhance build validation, anomaly detection, and quality 

assurance in ways that align naturally with legal 

requirements. For example, AI can detect data drift that 

could indicate a privacy violation or identify model 

behavior that exceeds the bounds defined by legal 

constraints. These studies suggest that AI is not just a 

target of regulation, but also a key enabler of compliance. 

Taken together, these contributions provide a 

multifaceted understanding of how legal, ethical, and 

technical dimensions intersect in AI DevOps. They 

reinforce the notion that compliance should not be bolted 

onto the end of development, but woven into the fabric 

of the pipeline itself. The literature offers both vision and 

validation for building systems where legal integrity is 

not a constraint, but a core feature of innovation. 

 

4. METHODOLOGY 
Addressing the operationalization of legal 

compliance within AI DevOps pipelines requires more 

than conceptual framing. It calls for a design-oriented, 

artifact-driven methodology that not only theorizes about 
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integration but actively models how such integration can 

be achieved. For this reason, the methodological 

approach of this paper is grounded in design science 

research. This approach is particularly suited to bridging 

normative legal requirements with the practical, iterative 

realities of software engineering. 

 

The first step in this process involves extracting 

legal and regulatory requirements from the GDPR and 

the AI Act and translating them into functional 

constraints that can be embedded into technical 

workflows. This is a departure from treating regulations 

as static documents. Instead, inspired by the approach of 

Li et al.,(2020) and Chikwarti and Wong (2020), this 

study treats laws as dynamic design inputs. These 

authors suggest that legal mandates such as consent 

verification, risk classification, and transparency are not 

abstract ideas, but actionable checkpoints that can be 

defined as part of the CI/CD logic. The methodology, 

therefore, begins by parsing these legal elements and 

mapping them to pipeline-compatible procedures. 

 

Next, this study employs technical modeling 

techniques to build visual representations of how 

compliance can be embedded at each stage of an AI 

DevOps workflow. This modeling is both logical and 

procedural. Logical modeling defines the relationships 

between compliance objectives, while procedural 

modeling visualizes the sequence and automation of 

compliance-related activities. This strategy follows the 

logic of Korrapati (2019) and Devarakonda (2021), who 

both advocate for compliance with aware CI/CD 

architectures. Their work demonstrates that compliance 

need not be an add-on process, but can be integrated into 

every touchpoint of the delivery pipeline, from code 

commits to production deployment. 

 

To ensure that the technical models are 

grounded in real-world DevOps practices, the 

methodology incorporates workflow analysis of actual 

CI/CD tools and systems. These include Git-based 

automation environments, container orchestration 

platforms, and cloud-native deployment configurations. 

Grünewald et al.,(2021) provide a compelling example 

of such system-level engagement through their Hawk 

framework. Their work emphasizes that operational 

compliance cannot be achieved solely by design. It must 

be implemented at runtime and sustained through 

observability, which the models in this study also seek to 

reflect. An important methodological choice is the 

inclusion of compliance mapping schemas, which serve 

as a bridge between regulatory mandates and technical 

specifications. These schemas operate much like the 

compliance knowledge graphs proposed by Fu, 

Pasuksmit, and Tantithamthavorn (2019), who advocate 

the use of AI agents to monitor and align system 

behaviors with evolving legal standards. Their work 

supports the view that compliance can be semi-

automated through intelligent tagging, contextual 

analysis, and exception handling. Similarly, Wang and 

Yang (2020) apply machine learning to recognize 

patterns in cloud configurations that may lead to 

regulatory violations. Drawing from their insights, this 

paper builds compliance schemas that identify risk 

triggers and define automated actions within the pipeline. 

 

To reinforce the operational feasibility of these 

models, the methodology also includes use case testing 

across different risk categories defined in the AI Act. 

Here, the work of Coston et al.,(2020) becomes 

particularly instructive. Their AZTRM D model 

demonstrates how different AI applications can be 

assessed and routed through tailored pipeline stages 

based on their risk level. This paper employs a similar 

logic by modeling decision gates that categorize models 

as minimal, high, or unacceptable risk. These gates serve 

both regulatory and architectural functions, determining 

whether a model is fast, tracked, redirected for enhanced 

validation, or blocked altogether. Equally vital to this 

methodological framework is contextual validation 

through domain-specific adaptation. Drawing on insights 

from the Jetir Research Team (Rautiainen et al., 2021), 

this paper examines how the integration of compliance 

should vary depending on the sector in which the AI 

system is deployed. For instance, a health diagnostic 

model demands stricter data access controls and audit 

logging compared to a customer service chatbot. This 

step ensures that the models developed are not only 

technically sound but also legally appropriate. 

 

The methodology is further informed by the 

comparative and empirical work of Rajakumar and 

Thason (2020) and Binbeshr and Imam (2020). Their 

studies provide cautionary evidence that compliance 

frameworks are often incomplete or misaligned with the 

realities of the pipeline. By analyzing their documented 

challenges, this paper anticipates integration barriers and 

incorporates design features, such as fallback validation, 

policy layering, and legal checkpoint modules, that 

improve robustness. 

 

To capture broader trends and ensure 

methodological relevance, the study incorporates a 

review of emerging AI-enabled CI/CD practices. Agoro 

and James (2021) and Xu and Chen (2019) explore AI-

enhanced build automation, which this paper uses as a 

model for embedding intelligent and contextual 

compliance triggers. Yang and Li (2021) and Zhang and 

Liu (2019) further show how CI/CD tooling can evolve 

to include legal observability, ethical review indicators, 

and dynamic rule enforcement. These innovations are not 

only inspirational but also directly inform the design of 

the diagrams and models developed in this work. This 

methodology is iterative, multi-layered, and deeply 

integrated with both legal reasoning and system design. 

It engages with law not only as a constraint but as a 

catalyst for architectural innovation, transforming 

compliance from a manual bottleneck into a 

programmable function of the AI DevOps lifecycle. 
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5. TECHNICAL MODELS AND DIAGRAMS FOR 

OPERATIONALIZING LEGAL COMPLIANCE 

This section presents four real-life, GDPR and 

AI Act-compliant diagrams that operationalize GDPR 

and AI Act compliance within CI/CD pipelines for AI 

systems. An in-text discussion supports each model. The 

diagrams are designed for easy reuse and adaptation. 

After the introduction to this section, each subheading 

covers one figure, followed by analysis and reflection. 

 

5.1 Introduction to Technical Models 

Embedding legal compliance into AI DevOps 

pipelines requires moving from abstract regulation to 

executable processes. The models that follow are derived 

from design science research and influenced by the 

works of Korrapati (2019), Devarakonda (2021), 

Grünewald et al.,(2021), Li et al.,(2020), Fu et 

al.,(2019), Wang and Yang (2020), Coston et al.,(2020), 

Chikwarti and Wong (2020), Rajakumar and Thason 

(2020), Jetir Research Team (2021), Agoro and James 

(2021), Xu and Chen (2019), Yang and Li (2021), Zhang 

and Liu (2019), Binbeshr and Imam (2020) and others. 

The diagrams aim to illustrate how compliance checks, 

policies, risk gates, and observability can be integrated 

into real-world CI/CD tools such as Jenkins, GitLab CI, 

GitHub Actions, or Kubernetes. Each figure is presented 

as an ASCII diagram you can copy into documentation 

or presentation materials. Following each figure is a 

thorough explanation of its components, their legal 

relevance, and how they reflect research insights. 

 

5.2 Compliance, Embedded CI/CD Pipeline 

Architecture 

This architecture embeds compliance checks at 

seven stages of the CI/CD pipeline. Following Korrapati 

(2019) and Devarakonda (2021), stage (2) applies 

privacy linting, policy, as code logic that verifies GDPR 

principles such as purpose limitation and consent 

handling. Inspired by Li et al.,(2020), (3) includes tests 

for data minimization and enforcement of 

pseudonymization or anonymization. Stages (4) and (5) 

reflect risk classification logic aligned with the AI Act. 

Here, a risk engine inspired by Coston et al.,(2020) and 

Rajakumar and Thason (2020) categorizes the model 

before deployment. Explainability checks ensure that 

models meet transparency requirements, as noted by 

Grünewald et al.,(2021). Depending on the risk category, 

minimal, high, or prohibited, the pipeline either proceeds 

to deployment, triggers additional validation, or halts 

with audit logs and a legal review. Stage (6) enforces 

audit logging for all deployed models as required by 

GDPR accountability principles and AI Act traceability 

mandates. Finally, stage (7) presents operational metrics 

and explanations through dashboards, reinforcing 

runtime observability in line with the dynamic 

compliance concepts presented in Fu et al.,(2019) and 

Wang and Yang (2020). 

 

 
Figure 1: Compliance, Embedded CI/CD Pipeline 

 

5.3 GDPR Compliance Mapping in AI System 

Lifecycle 

This flow captures GDPR mandates from 

selected scholarly works. Following Li et al.,(2020) and 

Chikwarti and Wong (2020), consent and purpose checks 

are embedded early, preventing illegitimate data usage. 

Minimization and pseudonymization serve to reduce 

privacy risks, and rights-handling branches guide subject 

access or deletion requests through automated pipeline 

routines. Retention enforcement ensures compliance 

with data storage limitations. Ultimately, all actions 

contribute to an audit trail, which supports transparency 
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obligations and serves as the basis for periodic audit 

dashboards or regulatory reporting. 

 

 
Figure 2: GDPR Compliance Mapping Flow 

 

5.4 AI Act Risk Categorization and Pipeline 

Gatekeeping 

This decision gate aligns with the structure of 

the EU AI Act. Inspired by Coston et al.,(2020) and 

Rajakumar and Thason (2020), models are automatically 

assigned risk levels. Low-risk models proceed to 

deployment, medium-risk models require supplemental 

explainability validation or human-in-the-loop review. 

In contrast, high-risk models are often blocked or require 

extensive documentation before they can be advanced. 

This gate aligns pipeline logic with regulatory 

classification, enabling dynamic compliance decisions 

without manual overhead or delays. 

 

 
Figure 3: AI Act Risk Gate Model 

 

5.5 DevSecOps Workflow with Legal Checkpoints 

This workflow integrates legal compliance 

early in the commit stage and maintains it throughout the 

build, enforcement, and post-deployment phases. The 

legal pre-commit lint (stage 2) checks code changes for 

policy violations such as data collection logic without 

consent. CI build includes automated compliance 

scanning integrated with testing frameworks. If 

violations are found, the system rejects the build and 

routes feedback back to development and legal 

stakeholders. If compliance passes, deployment occurs 

with continuous audit logging and periodic reviews. This 

model resonates with the comparative findings of 

Binbeshr and Imam (2020) and the modular approach 

advocated by Devarakonda (2021) and Korrapati (2019). 
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Figure 4: DevSecOps Pipeline with Legal Policy Gates 

 

5.6 Discussion and Analysis of Figures 

5.6.1 Why These Models Matter 

Together, these four figures represent an 

operational blueprint for embedding compliance into AI 

DevOps pipelines. The models translate legal obligations 

into executable stages of CI/CD logic. They reflect 

patterns identified in the literature: compliance, as code 

(Korrapati, 2024), modular cloud-native policy 

orchestration (Devarakonda, 2021), runtime 

observability (Grünewald et al., 2021), GDPR lifecycle 

automation (Li et al., 2020; Chikwarti & Wong, 2020), 

AI-augmented risk assessment (Fu et al., 2024; Wang & 

Yang, 2020), risk gating (Coston et al., 2020; Rajakumar 

& Thason, 2020), and integrated legal checkpoints 

(Binbeshr & Imam, 2020). 

 

5.6.2 Integration with Real-World Tooling 

Each diagram is designed to align with modern 

CI/CD tools. For example, the compliance, embedded 

pipeline (Figure 1) can be implemented in Jenkins or 

GitHub Actions using policy linting plug-ins, model risk 

classification modules, and audit logging frameworks. 

The GDPR data flow (Figure 2) is compatible with 

systems such as Apache NiFi or Spark pipelines 

augmented with consent tracking plugins. Risk gate logic 

(Figure 3) can be implemented as decision jobs in GitLab 

CI or Kubernetes admission controllers. The legal 

checkpoint workflow (Figure 4) matches well with 

commit hooks and enforcement scripts. 

 

5.7 Technical and Regulatory Implications of 

Integrated Compliance Models 

The integration of regulatory logic into CI/CD 

pipelines represents a paradigm shift in how 

organizations approach legal governance. Instead of 

treating law as an external constraint, these diagrams 

position regulation as a system property, something that 

can be codified, automated, and measured. 

 

Figure 1, for instance, highlights the central 

role of privacy tooling in the early stages of the pipeline. 

This placement aligns with the insights of Li et 

al.,(2020), who emphasize the importance of capturing 

data processing constraints at the point of data access, 

rather than at the point of deployment. Their model of 

privacy, by design, is mirrored in our stage (2) privacy 

linter and static analysis block, which prevents bad data 

practices from progressing down the pipeline. What is 

crucial here is that these automated privacy controls do 

not operate in isolation. As shown in Korrapati (2019) 

and Devarakonda (2021), these systems perform best 

when integrated with policy registries and human 

oversight. In the architecture of Figure 1, the human-in-

loop design is achieved through the feedback loops 

present at the explainability and risk assessment phases. 

This is consistent with the risk management principles 

underlined in the AI Act, particularly regarding high-risk 

systems. 

 

Figure 2 reinforces the temporal nature of 

compliance. GDPR is not a checklist to be completed 

once, but a lifecycle of responsibilities that evolve, from 

data ingestion through processing, usage, and ultimately 

erasure. The mapping of this lifecycle to pipeline 

checkpoints not only reflects the approach proposed by 

Chikwarti and Wong (2020) but also adds practical 

enforceability through CI/CD triggers. For example, 

consent verification in the real world can be managed by 

inserting pre-processing hooks that check whether data 

in the repository is associated with verified consent 
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tokens. In platforms like Kubernetes, these validations 

can occur via mutating admission webhooks. This 

technical translation of law into deployment logic is one 

of the most profound contributions of compliance, as it 

involves code movement. 

 

Figure 3 focuses specifically on the AI Act’s 

categorization of risk. This model is based on the 

observation by Coston et al.,(2020) that not all AI 

systems carry the same societal or legal burden. By 

embedding this risk categorization into a gatekeeping 

mechanism, the pipeline automatically adjusts its 

deployment strategy based on the model’s classification. 

This means minimal-risk models can be released faster, 

while high-risk models are paused for mandatory human 

review or additional explainability validation, principles 

emphasized by Rajakumar and Thason (2020). The 

power of this model lies in its scalability. In 

organizations managing hundreds of AI models, manual 

classification and approval are infeasible. A risk engine, 

driven by rules or machine learning, can score models in 

real-time, drawing from previous audits, metadata, and 

the type of application. This aligns with the automation, 

first vision presented by Fu et al.,(2019) and Wang and 

Yang (2020), who argue for intelligent agents capable of 

adapting risk protocols based on contextual signals. 

 

Figure 4 highlights the importance of legal 

review mechanisms that are both timely and repeatable. 

A common mistake in many organizations is to insert 

legal checks only at the deployment phase, which creates 

bottlenecks and increases the likelihood of late-stage 

failures. The DevSecOps model presented here 

introduces legal logic as early as the commit phase. By 

using policy-as-code tools, such as Open Policy Agent or 

Sentinel, development teams can apply legal linting 

before any code is built. This preventative approach 

significantly reduces the cost of non-compliance, a 

concern identified by Binbeshr and Imam (2020). Their 

comparative analysis shows that post-deployment audits 

are too reactive to support modern regulatory 

expectations. They advocate for a compliance model that 

includes continuous, integrated legal feedback, an idea 

fully embodied in the bidirectional flow between 

development and legal checkpoints, as shown in Figure 

4. The Jetir Research Team (2021) also emphasizes the 

importance of auditability and traceability, particularly 

in regulated domains such as healthcare. The audit 

logging component at the end of Figure 4 provides 

exactly this, enabling organizations to record all relevant 

compliance events for future inspection by regulators or 

internal governance bodies. 

 

5.8 Comparative Review of CI/CD and Compliance 

Integration Practices 

While the diagrams presented in this paper are 

theoretical blueprints, they are informed by practical 

implementations and real use cases. For example, 

GitHub Actions now supports custom composite actions 

that can be used to insert privacy scanning jobs directly 

into the commit, to, and merge workflow. Similarly, 

GitLab CI/CD enables conditional job execution, 

allowing high-risk AI models identified through 

metadata tags to trigger enhanced explainability reviews 

or notify human overseers automatically. However, not 

all organizations are equipped with the infrastructure or 

culture to implement these advanced practices. 

According to Agoro and James (2021) and Xu and Chen 

(2019), the integration of AI and compliance workflows 

remains uneven. Many teams adopt DevOps for its 

speed, but fail to integrate guardrails for legal and ethical 

oversight. This results in pipelines that are technically 

sophisticated but legally brittle. Their research highlights 

the need for reference frameworks, such as the ones 

developed in this paper, that provide structured 

approaches to integrating legal and ethical concerns into 

DevOps practices. The same point is echoed by Yang and 

Li (2021) and Zhang and Liu (2019), who note that 

current DevOps literature and toolsets often ignore or 

underrepresent the legal compliance dimension. By 

presenting the four diagrams as modular and adaptable 

structures, this paper addresses that gap. The goal is not 

to promote a single tool or vendor, but to provide 

conceptual clarity and implementation flexibility that 

practitioners can use regardless of their specific stack or 

sector. 

 

5.9 Toward a Standardized Framework 

What these figures ultimately suggest is a 

roadmap toward standardization. If compliance is to be 

truly embedded in AI DevOps workflows, then the 

industry must develop not only shared tools but shared 

practices and expectations. This includes: 

• Common formats for privacy linting rules. 

• Open-source explainability validators for high-

risk models. 

• Risk classification templates tied to the AI Act 

definitions. 

• CI/CD plug-ins that enforce GDPR data 

lifecycle rules. 

• Auditable logs compatible with EU and 

international regulatory standards. 

 

While several organizations and open-source 

communities are beginning to work in this direction, 

coordination remains limited. The models in this paper 

serve as a call for broader collaboration between AI 

developers, DevOps engineers, legal professionals, and 

standards bodies. The challenge is not just technical. As 

Grünewald et al.,(2021) and Coston et al.,(2020) remind 

us, operationalizing compliance also means building a 

culture of transparency and accountability. Tools can 

automate checks, but only teams can commit to building 

systems that respect both user rights and social values. 

 

5.10 Adaptability and Sector-Specific Deployment 

One of the most compelling insights to emerge 

from the literature is that legal compliance must be 

tailored to the context in which AI systems operate. 

Compliance integration is not a one-size-fits-all 
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engineering task. As the Jetir Research Team (Rautiainen 

et al., 2021) observes, regulatory requirements vary 

significantly across sectors, and therefore, the technical 

models that enforce them must also vary. In the 

healthcare sector, for instance, AI systems such as 

diagnostic models or patient triage assistants require 

strict controls over data privacy, auditability, and 

consent. GDPR places particular emphasis on sensitive 

personal data and health-related information, 

necessitating robust pseudonymization mechanisms and 

clear documentation trails. Here, the GDPR flow 

diagram (Figure 2) becomes not just a conceptual tool 

but a deployment roadmap. Privacy checks must occur 

during data ingestion and at each subsequent 

downstream processing stage. In contrast, an AI system 

used for internal corporate analytics may be classified as 

having minimal risk under the AI Act. In such cases, 

Figures 1 and 3 help teams set up lightweight compliance 

checks that validate risk without obstructing agility. This 

model reflects what Rajakumar and Thason (2020) refer 

to as risk, proportional compliance, a model that matches 

regulatory effort with the model’s potential societal 

impact. 

 

Banking and finance, another highly regulated 

domain, presents a different challenge. Models deployed 

in fraud detection, credit scoring, and algorithmic trading 

must meet both GDPR and financial regulatory 

compliance standards such as PSD2 or MiFID II. In these 

cases, the hybrid integration of audit logging from Figure 

4 and explainability assessment from Figure 1 becomes 

essential. These systems not only require pre-

deployment validation but also post-deployment 

monitoring with real-time alerts in case of drift or 

violations. The modularity of our diagrams enables 

institutions to tailor compliance gates without requiring 

a redesign of the entire pipeline. This sector's specific 

adaptability is one of the greatest strengths of embedding 

compliance into DevOps, as it allows legal standards to 

evolve in parallel with product maturity and market 

demands. However, such flexibility does not imply 

informality. Instead, it highlights the need for policy 

parameterization, where a single pipeline structure can 

host different regulatory templates depending on the 

project, risk level, or jurisdiction. 

 

5.11 Overcoming Challenges in Compliance 

Integration 

The integration of legal compliance into AI 

DevOps pipelines presents both technical and 

organizational challenges. These must be acknowledged 

if the models presented here are to be successfully 

adopted. One major challenge is resistance to change. As 

Agoro and James (2021) and Xu and Chen (2019) point 

out, many DevOps teams are trained to prioritize velocity 

and feature delivery. Introducing compliance 

checkpoints is often perceived as a slowdown. 

Nevertheless, as Binbeshr and Imam (2020) argue, 

embedding these checks early actually reduces long-term 

friction by preventing rework, legal exposure, and post-

deployment rollbacks. Another issue is a lack of tooling 

maturity. While policy frameworks, such as Open Policy 

Agent, HashiCorp Sentinel, or Conftest, exist, they are 

not widely used in AI model deployment pipelines. This 

is especially true for AI-specific compliance, such as 

GDPR data rights enforcement or AI Act risk 

classification. The absence of community-driven plug-

ins, pre-built validators, and open-source compliance 

templates represents a barrier to adoption. Thirdly, 

organizations face the problem of cross-functional 

disconnect. Legal teams often speak a different language 

from DevOps engineers. The models in this paper 

attempt to bridge that gap by visualizing legal 

requirements as process gates and feedback loops within 

the development lifecycle. However, actual 

implementation requires a shared understanding, 

training, and, perhaps most importantly, executive 

support. 

 

Here, the literature again offers encouragement. 

Yang and Li (2021) and Zhang and Liu (2019) argue that 

when DevOps teams are educated about the rationale 

behind compliance, not just the mechanics, they are more 

likely to view it as a design consideration rather than an 

operational burden. Embedding regulatory logic into the 

language of pipelines, through automated scripts, test 

jobs, or deployment validators, can demystify 

compliance and make it an ally of engineering 

excellence. 

 

5.12 Summary of Key Contributions of the Models 

The four diagrams and their accompanying 

analyses provide a comprehensive structure for 

implementing compliance-aware DevOps in the context 

of AI development. Their contribution to research and 

practice can be summarized as follows: 

• Modular Compliance Architecture: Figures 1 and 

4 introduce modularity as a principle for legal 

compliance in CI/CD. Each compliance element, 

privacy, risk, explainability, and audit can be 

toggled, extended, or removed depending on the 

deployment environment. 

• Lifecycle, Aware GDPR Mapping: Figure 2 

presents GDPR not as a set of abstract rights but as 

a sequential logic that can be embedded in 

automation. This ensures privacy is enforceable at 

both the data and model levels. 

• Automated AI Act Risk Classification: Figure 3 

translates the legal abstraction of risk categories into 

a functional deployment gate, offering pipeline 

intelligence that scales across model portfolios. 

• Human-in-the-Loop Compliance Engineering: 

All diagrams support human-in-the-loop validation, 

either via manual review gates, alerts, or decision 

feedback loops, emphasizing that AI compliance is 

both a technical and social process. 

 

Together, these models elevate compliance 

from a regulatory afterthought to a design feature. This 

reframing mirrors the shift seen in the literature, where 
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researchers are moving away from top-down legalism 

and toward embedded, responsive, and collaborative 

governance frameworks. 

 

6. CONTRIBUTION TO RESEARCH 

This paper contributes to the growing 

intersection of AI governance and software engineering 

by offering a technical framework for embedding legal 

compliance directly into AI DevOps workflows. The 

primary contribution lies in translating complex 

regulatory requirements—particularly those outlined in 

the GDPR and the AI Act- into tangible, automatable 

elements within CI/CD pipelines. Drawing from diverse 

scholarly sources and real-world toolchains, the paper 

proposes four original diagrams that serve as reference 

architectures for compliance-aware pipelines. These 

visual models offer developers and legal teams a shared 

language, helping to bridge the gap between policy and 

implementation. By presenting modular and adaptable 

diagrams, the work ensures applicability across varying 

organizational structures, model risk levels, and 

deployment environments. 

 

While prior research has identified the 

challenges of legal compliance in AI development, few 

works have attempted to operationalize these 

requirements in a way that is both technically rigorous 

and aligned with day-to-day DevOps practices. This 

paper addresses that gap by embedding legal checkpoints 

within technical automation flows, demonstrating how 

practices such as data minimization, explainability 

validation, and risk classification can be integrated at 

various stages of the pipeline. Additionally, the literature 

review consolidates fragmented insights from a diverse 

range of fields, including privacy engineering, 

DevSecOps, MLOps, and regulatory technology. This 

synthesis adds intellectual value by framing compliance 

not as a separate function but as a core attribute of 

trustworthy AI engineering. 

 

The compliance mindset, as outlined in this 

paper, promotes a shift from theoretical alignment to 

operational deployment. It provides a practical 

foundation for future academic exploration and industrial 

application, especially as organizations prepare for the 

enforcement of the AI Act and continued scrutiny under 

GDPR. By focusing not only on legal correctness but 

also on system design, automation, and pipeline 

adaptability, this research advances the understanding of 

how regulatory compliance can evolve from a reactive 

constraint to a proactive design principle in AI DevOps. 

 

7. RECOMMENDATIONS 
To successfully implement the models and 

principles outlined in this paper, a multi-stakeholder 

approach is essential. The following recommendations 

are directed at developers, organizations, regulators, and 

the open-source community to enable scalable, 

sustainable, and enforceable compliance in AI DevOps 

environments. 

 

1. For Development Teams:  

Treat compliance as a functional requirement, 

not a condition for external audit. Begin by integrating 

legal pre-checks at the commit or merge request level. 

Utilize open-source policy tools, such as the Open Policy 

Agent or Sentinel, to codify organizational policies in a 

machine-readable format. Integrate privacy linting and 

consent verification directly into your build pipelines. 

 

2. For Organizations: 

 Institutionalize collaboration between legal, 

compliance, and DevOps teams. Too often, compliance 

is siloed and reactive. Create cross-functional 

governance squads tasked with translating regulatory 

text into actionable pipeline logic. Consider investing in 

internal training focused on GDPR, AI Act requirements, 

and technical enforcement mechanisms. 

 

3. For Regulators:  

Support the development of open-source 

compliance modules that can be embedded into standard 

DevOps tooling. Establish regulatory sandboxes where 

organizations can test and validate compliance 

implementations in safe, non-punitive environments. 

Offer guidance not only on what compliance looks like 

but also on how it can be operationalized through 

automation. 

 

4. For Toolmakers and Open-Source Communities:  

Develop plug-and-play compliance widgets for 

common CI/CD platforms like GitHub Actions, GitLab, 

and Jenkins. These tools should support explainability 

audits, automated risk classification, and privacy 

enforcement. Collaboration between the open-source 

security community and AI ethics researchers can 

accelerate the creation of robust compliance modules. 

 

5. For Academia and Research Institutions:  

Continue to explore frameworks that combine 

compliance engineering with DevOps metrics, user trust 

indicators, and model interpretability scores. 

Standardized evaluation frameworks should be proposed 

to assess the completeness, traceability, and resilience of 

compliance-aware CI/CD pipelines. 

 

Implementing these recommendations will not 

only help meet legal obligations but will also enhance 

transparency, build stakeholder trust, and improve the 

long-term robustness of AI systems. 

 

8. CONCLUSION  
The integration of legal compliance into AI 

DevOps pipelines is no longer a theoretical aspiration. It 

is a practical and ethical necessity. As AI technologies 

become increasingly embedded in high-impact domains 

such as finance, healthcare, education, and governance, 

the demand for responsible and auditable systems will 

continue to rise. Regulatory frameworks, such as the 

GDPR and the EU AI Act, reflect this urgency, requiring 
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organizations to build AI systems that are not only 

performant but also transparent, fair, and legally 

accountable. This paper has demonstrated that such 

regulatory expectations can be met, not by slowing down 

development, but by transforming the design of 

development workflows themselves. By embedding 

compliance logic directly into CI/CD pipelines, legal 

review becomes a continuous and adaptive process, 

integrated into the same infrastructure that governs code 

quality, deployment speed, and model performance. 

 

The four models presented, ranging from 

privacy linting pipelines to AI Act risk gates, offer real-

world blueprints for operationalizing legal principles. 

Their modularity ensures flexibility across different 

industries, project scales, and risk classes. Their visual 

simplicity enables collaboration between technical and 

legal stakeholders. Furthermore, their alignment with 

fundamental tools and practices ensures that they are 

more than conceptual—they are actionable. Equally 

important is the shift in mindset that these models 

represent. Compliance should not be viewed as a late-

stage hurdle or a post-facto obligation. Instead, it should 

be understood as a design principle, embedded from the 

moment a developer writes their first line of code. This 

aligns with the broader philosophy of DevSecOps and 

MLOps, where security, ethics, and accountability are 

treated as code and woven into the automation fabric of 

development pipelines. 

 

The literature review has shown that the 

research community is beginning to embrace this 

transformation. Scholars such as Korrapati, 

Devarakonda, Grünewald, and Chikwarti, among others, 

are leading the charge by offering frameworks that 

translate legal theory into engineering practice. Their 

work supports a vision of compliance that is dynamic, 

automated, and adaptable, a vision this paper shares and 

extends. Still, challenges remain. Tooling is uneven. 

Culture is resistant. Collaboration between legal and 

technical teams is not always fluent. However, the 

models and recommendations provided here are 

designed to address those barriers, offering a starting 

point for organizations and researchers committed to 

building lawful and trustworthy AI. Operationalizing 

compliance in AI DevOps pipelines is both a technical 

challenge and a moral imperative. As regulations become 

stricter and the public demand for ethical AI intensifies, 

the need for pipelines that enforce legal values will only 

grow. This paper offers not only an architectural vision 

but a call to action: to design, develop, and deploy AI 

systems where compliance is not an afterthought, but a 

foundation. 
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