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INTRODUCTION

Many physical systems cannot be described by a single differential equation but in fact, are modeled by a system of
coupled equations. So the study of propagation of signals in a system of electrical cables led to the investigation of a
system of linear differential equations. Some results related to these systems have been obtained in [1-3] and others.
Coupled systems of differential equations also appear in the study of temperature distribution in a composite heat
conductor. In consequence, the subject of coupled systems is gaining much importance and attention. For detail, see [4,6]
and the references therein. The aim of this paper is to find positive solutions of coupled systems of fourth-order
differential equations of the type

(P, (OU") +a, (Ou" = £,(t,v) +e (1),

(P (V") + (V" = f,(t,u) +e,(t),
a,u(0) - Au'(0) =0, yu(®)+su'(1) =0,
qu"(0) —mu”(0) =0, Su"(1)+6u"@) =0,
aV(0) = Bv'(0) =0, y,v() +6,v' (1) =0,
&V'(0)—mv"(0) =0, &v'(1) +6,v"(1) =0.

1.1)

Throughout this paper, we always suppose that

(S) pi(®) eCH([0,2,R), pi(1) >0, g (t) € C([0,1], R), q;(t) < 0,,(t) e C([0,1,R) , &, 3, 7,

6,20,¢,1,¢6,6 20,and By, +ay; + a6, > 0,ng + 66+ 56, > 0(1=12). 1, f,
C(]0,1]x (0, +0), (0,+00)),and may be singular near the zero.

The remaining part of the paper is organized as follows. In Section 2,some preliminary results will be given. In Sections
3,by employing a basic application of Schauder’s fixed point theorem, we state and prove the existence results for (1.1)
under the non-negativeness of the Green’s function associated with (2.2)-(2.3). Our viewpoints shed some new light on
problems with weak force potentials

PRELIMINARY
First, we discuss the existence of positive solutions of fourth-order boundary value problem
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(p(t)u™) +a(t)u” =e(t),
au(0)—pu’(0)=0, yu@@)+ou’'(l) =0, (2.1)
Eu"(0)—nu"(0)=0, Lu"()+6u”@Q)=0.

Let Q=1Ix1 and Q ={(t,s)eQ|0<t<s<I}Q,={(t,s)eQ|0<s<t<1} We denote the Green’s
functions for the following boundary value problems
—u"(t) =0,
au(0)—-pu’'(0)=0 (2.2)
yu()+ou’(l) =0,
and
—(pMu'(t)) —at)u(t) =0,
gu(0)—nu'(0) =0, (2.3)
Ju@+6u'@m)=0,
by H(t,s) and G(t,s) respectively. It is well known that H (t,s) and G(t,S) can be written by
H(x.y) = 1{(ﬁ+at)(5+ y(1=5)), (t,5) €Q,
p (B+as)(6+y(A-1)), (t,5) €Q,.
where p=fy+ay+ad >0 and
NI {m(t)n(s), (ts)<Q,
o | m(s)n(t), (t,s)eQ,.

Lemma 2.1:Suppose that (Sl) holds, then the Green’s function G(t,S), possesses the following properties:

(i): m(t) e C*(I,R) isincreasing and m(t) >0, x € (0,1].

(i) : n(t) eC*(1,R) is decreasing and n(t) >0, x € [0,1).

(iii): (Lm)(t) =0, m(0) =7, m'(0) =£&.

(iv): (Ln)(®)=0,n) =6,n'()) =-¢ .

(V): @ isa positive constant. Moreover, p(t)(m’(t)n(t) —m(t)n'(t)) = w.

(vi): G(t,s) is continuous and symmetrical over Q.

(vii): G(t,s) has continuously partial derivative over Q,, Q,.

(viii): For each fixed sel,G(t,s) satisfies LG(t,5) =0 for s=t,t 1. Moreover, R,(G) =R,(G)=0 for
se(0,1).

(viiii): G, has discontinuous point of the first kind at t =S and
1
G/(s+0,5)-G/(s—0,5) =———,s€(0,1).
p(s)
Suppose that U is a positive solution of (2.1).Then

u®=[ [ HE.OG(s)e(s)dsdz  0<t<1

We define the function y,(t) :[0,1] — R by
7.(t) = jol jol H.(t,7)G,(z,5)e (s)dsdz, i =12,

which is the unique solution of
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(R (U () +a; (Ou"(t) =g (), =12
a,u(0)— Au'(0)=0,7u@) +ou’'(2)=0.
&u"(0)—nu"(0) =0, Su"@)+6u" (1) =0.
Following from Lemma 2.1 and (S,), it is easy to see that
G (t,s)>0,H.(t,s)>0 forall (t,s) €[0,1]x[0,1],i =12

Let us fix some notation to be used in the following: For a given function h e C[0,1] ,we denote the essential

supremum and infimum by h* and h,, if they exist. Let, y,, =min y;(t), 7 =maxy,(t),
t t
MAIN RESULTS

1) 7.20,,,20
Theorem 3.1.We assume that there exists b, >0, >0and 0 < ¢; <1 such that

(y B0

If 3. >0,7,, 20, then there exists a positive solutlon of (1.1)

< fi(t, )< '() , forallu>0,aete(0,1),i=12

Proof A positive solution of (1.1) is just a fixed point of the completely continuous map
A(u,v) = (Au, Av) : C[0,1]x C[0,1] — C[0,1] x C[0,1] defined as

(AO = [ [ H,(L.0)G, (.9 f,(s.v(s)) +e,(s)]dsdr

= f; f; H,(t,7)G,(z,s) f,(s,v(s))dsd z + y, (t);

(AV®) = [, [ H,y(t.1)G,(z.9)[ ,(s.u(s)) + &, (s)]dsd 7
= [ HL 06, (7,9) T, (s.u(9)dsdr + 7, (1)

By a direct application of Schauder’s fixed point theorem, the proof is finished if we prove that A maps the closed
convex set defined as

K ={(u,v) e C[0,1]xC[0,1] : r, <u(t) <R,r, <v(t) <R,, for all t € [0,1]}

into itself, where R, > 1, >0, R, >, > 0 are positive constants to be fixed properly. For convenience, we introduce the
following notations

A0 =] [ HtOG @sb(s)dsdr, (1) =], [ H (LG (z.5)p(s)dsdz, i=12.

Given (U,V) € K ,by the nonnegative sign of G, and f;,1 =212 we have

(AU®) =, [ H,(t.2)G,(z.5) f,(s.W())dsdz + 5, (1)

> [ H,(L.7)G,(7.5) b.(8) 47

ve(s)
1 h.(S
> [ H,(t.0)G,(z.5) b;{(zal) dsdz
1
>
%1* R;’l

Note for every (u,Vv) € K
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(A)®) = [ [ Hy(t.0)G,(z.5) f,(s.V(9))dsd 7 + 5, (1)

< j: j: H,(t,7)G, (z,5)

b, () dsdz +y,
v (s)

<[ [ MG, (r.9)2Edsdra;
0Jo rzal

* 1 *
Sﬂl 7"*'71
It
Similarly, by the same strategy, we have

(AN = [ [ H,(t.0)G,(z.9) f,(s.u(s))dsdz + 7, (1)
b:(9) o4
u”(s)

> [ [ H, (.06, (.5) E’éff) dsdz

> [ [ H,(t.0)G, (.5)

a

1

2%2* Rlaz

(AV®) = [, [, H,(t.2)G,(z.9) f,(s.u(s))dsdz + 7, (1

151 b, (s .
< jo jo Hz(t,r)Gz(r,S)ujz—((s?)dsdr+ 7,

<[ [ H,.0)6,(.5) = Odsdr 4
0Jo rlaz

1
Bt
rl 2
Thus (Au, AV) e K if r,r1,, R, R, are chosen so that
1 .1
>y, Bty <
%1* R 7 B o n <R
1 1
B, o2V B 1R
R h

Note that %i* >0,4, >0 andtaking R=R, =R,,r =1, =r,,r =+, itissufficient to find R >1 such that
1o * o *
B.R™“>1L p-R%"+y <R
l-a, * a, *
B, R“2L B -R%+y,<R
and these inequalities hold for R big enough because ¢; <1.

2) 71 =0,5,<0
The aim of this section is to show that the presence of a weak singular nonlinearity makes it possible to find positive
solutions if 7, <0,y, <0

Theorem 3.2.We assume that there exists b >0,p.>0and O<e¢; <1 such that (H,) is satisfied .If
7, <0,7, <0 and
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B 1
1% JToa; Lzlaz 1— ,
(B)* ( o, )

. =[oa, -

B 1
2% T-aap alaz l
(B)* ( o, )

h. 2[oa, -

then there exists a positive solution of (1.1)
Proof In this case, to prove that A: K — K itis sufficientto find O <r, <R,

0<r, <R, such that

B, A

Ral 7/1* = "1 al S R1
%j: > s ﬁTZZ < R2
Ry A

If we fix R, = %:, R, = f— then the first inequality of (3.3) holds if T, satisfies

% 2*(ﬂ1*)_a2 LY+ 70, 21,

% r a0,

or equivalently

Vo 2 9(0) =1 — =
(B)"
The function g(r,) possesses a minimum at
Lo =[a1a2'—%;2*a I
(8"

Taking I, = I, ,then (3.3) holds if

%2* ]1 otlaz (1 l )

Y 2s 2 g(rzo) = [a1a2

(B)* a,a,
Similarly,
7 2h(n) =1, —%;ar%
' (5)"
h(r,) possesses a minimum at
| [C{ a %1*0[ ]l Qlaz
T )"
v, >[aa %1* ]lamz(l 1 )
1x = 172 o
(B)* aa,

Taking I, =I,,F, =T, then the first inequalities in (3.2) and (3.3) hold if y,,

2 h(rzl.) and }/2*

(3.1)

(3.2)

(3.3)

> g(r,), which are

just condition (3.1).The second inequalities hold directly from the choice of R, and R,, so it remains to prove that

R, = rﬂl o, R, = ﬂz >T,, Thisis easily verified through elementary computations:
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R A

= 1
W {loa, - LT

Lz

Y S
_a a
[, - ( ;Z)Zz I (aa, '%2*)170[1&2

BN V9 S |
[(alaz ) %2*)051 ]@ (alaz ) %2*)(11
:[ 1 ﬁ: ]% >[0‘1052 .le]%:r

(ee) (B, )" B

since %i* < B,i=12. Similarly, we have R, >, .
3) 7.20,7,<0(y; <0,7,.20)

Theorem 3.3. Assume that (H,) is satisfied .If y,, > 0,5, <0 and

1
] l-aqap

F; [

Vo2 = B 7o 3.4)
B+ )"

where 0 <T,; <+o00 is a unique positive solution of equation

1—- * * 1- *
LB+ )T =, B %2* (3.5)
then there exists a positive solution of (1.1).

Proof We follow the same strategy and notation as in the proof of ahead theorem. In this case,to prove that
A: K — K, itissufficient to find I, <R, I, <R, such that

%1*25, 5, <R, (3.6)
Ry e
%§:+y2*2r2, %WfSRl (3.7
R I

If we fix R, :r'%, then the first inequality of (3.6) holds if I} satisfies

%1* aa
L.t >y, (3.8)
(5,)"

or equivalently

) —
0 g < *l* T-ajap
<h=ligye]

(3.9)
If we chose I, >0 small enough, then (3.9)holds, and R, is big enough.

If we fix R, = % + 7, then the first inequality of (3.7) holds if I, satisfies
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Po.
Ry

=T, - %

72*2r2_

1
EC S

1
=0 - %2*

(ﬁl A R )0’2
[

=r,—lg . 2
P (B +71 1)

or equivalently
ralaz

> f . 2 3.10
a2 N = b Gy o0

According to

F(r,) :1_%2* (B +y, 1) [ena, (B +py -1 )™

_ra1a2a2 (ﬂl +1; ra1 )az —la//]}/*rarl]
L Baert ey
(ﬂl +]/l Ml)a2 ﬁ:.}.yf.l’al

—l a azﬂl Z*rmaz (ﬂl r0!1) -1- 0!2

we have f'(0) =—oo, f'(400) =1 then there exists I,, suchthat f'(r,) =0, and
f ”(rz) — —[0610!2,31* %2*(0{1&2 _1) rzdlaz—z (,Bl* + }/f . rz%)—l—az
raaff g, N (=l-on) (Brtyrrs ) 2 yrogr >0

Then the function f(r,) possesses aminimumat r,;,i.e., f(r,)=min__, ., f(r,).

Note f'(r,;) =0, then we have

* a,-1 * * —l-a
1-aa,p %Z*r;f (B Ay *=0

or equivalently

1 w2 (B +y % = alazﬂl*%
Taking I, =T,,, then the first inequality in (3.7)holds if y,, = f(er) which is just condition (3.4). The second
inequalities hold directly by the choice of R,,and it would remain to prove that I,, <R, and I, <R,. These
inequalities hold for R, big enough and 1, small enough.
Remark 1. In theorem 3.3 the right-hand side of condition (3.4)always negative, this is equivalent to proof that
f (r,) <0. This is obviously established through the proof of Theorem 3.3.
Similarly, we have the following theorem.
Theorem 3.4.Assume (H,) is satisfied .If y; <0,7,, >0 and

r. 212}

11
71*Zrll_%1* ('B +7/ az a
2 271

where 0 <1, <400 isa unique positive solution of the equation

1- * * 1+ *
L (B +1.0) T = e, %1*5
then there exists a positive solution of (1.1)

667



Ying He ., Sch. J. Eng. Tech., 2014; 2(4C):661-668

Acknowledgement: Project supported by Heilongjiang province education department natural science research item,
China. (12541076).

REFERENCES

1. Yu HLH, Liu H; Positive solutions for singular boundary value problems of a coupled system of differential
equations. J. Math. Anal. Appl., 2005; 302:14-29.

2. Agarwal RP, Regan DO; Multiple solutions for a coupled system of boundary value problems. Dynam. Contin.
Discrete Impuls. Syst., 2000; 7: 97-106.

3. Agarwal RP, Regan DO; A coupled system of boundary value problems. J. Math. Anal. Appl., 1998; 69:381-
385.

4. Jiang J, Chu J, Zhang M; Multiplicity of positive periodic solutions to superlinear repulsive singular equations.
J. Differential Equations, 2005; 211: 282-302.

5. Torres PJ; Weak singularities may help periodic solutions to exist. J. Differential Equations, 2007; 232:277-284.

6. Chu J, Torres PJ; Applications of Schauder’s fixed point theorem to singular differential equations, Bull.

London Math. Soc, 2007; 39 :653-660.

668



