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Abstract  Review Article 
 

The Grover's quantum search algorithm is one of the most important quantum algorithms. In this article, we mainly 

discuss related properties of the Grover's quantum search algorithm with a single marked element. We show that the 

range of constant c  when the probability of measured value 0x  is p . 
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INTRODUCTION 
Search algorithm is a common algorithm. The 

efficiency of classical computer to the data search is 

relatively low，and the computational complexity is 

)(NO , where N  is the number of database entries. 

Correspondingly, the Grover's quantum search 

algorithm in quantum computers, and the time 

complexity of Grover's algorithm is )( NO . Grover's 

quantum search algorithm originally designed to look 

for an element in an unsorted database with no repeated 

elements. In the case of a large number of database 

entries, the superiority of Grover's quantum search 

algorithm is extremely obvious. Grover's algorithm can 

realize the quadratic acceleration of classical algorithm; 

therefore, Grover's quantum search algorithm is 

introduced on this basis which has a wide applicability 

[1, 2, 3, 9]. 

 

The evolution operator and the initial condition 

of Grover's algorithm have real entries, then means that 

the entire evolution takes place in a real vector subspace 

of the Hilbert space 
N2H [1]. However, the key to this 

algorithm is that evolution operator U  is the product of 

two reflection operators 
0x

R  and DR , where 
0x

R  is 

a reflection operator around the vector space spanned 

by the vector orthogonal to 0x  with point 0x  is 

called a marked element, DR  is a reflection operator 

around the vector space spanned by D . In real vector 

spaces, the operation of two successive reflection 

operators on the initial vector will cause the initial 

vector to rotate by an angle. Starting from initial 

condition D , one application of U rotates D  

approximately by 
N

2  degrees toward 0x . So far, no 

algorithm can find the marked element faster than 

Grover's algorithm and the probability of success is 

greater than or equal to 
N

1
1 . There are many other 

interesting results about Grover's quantum search 

algorithm. For example, the Grover's algorithm searches 

for repeated elements and amplitude amplification 

technique and operator coherence dynamics of Grover's 

algorithm [6, 7, 8, 10, 11]. 

 

In this paper, we show that the related 

properties of Grover's quantum search algorithm with 

single marked element. In Section 2, we briefly describe 

some concepts of Grover's algorithm. In Section 3, we 

show that related properties of unitary evolution and 

optimality of Grover's algorithm. In Section 4, we have 

a briefly summarize of the whole article. 

 

2 Some concepts of Grover's algorithm 

Definition 2.1 [5] (Classical search algorithm): 

Suppose that f  is a function with domain 

https://saspublishers.com/sjpms/
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 1,,0 N , where 
nN 2  and n  is some 

positive integers, and image  

otherwise,0

,1
)(

0xxif
xf







  

 

The function image is 1  only for a single point 

0x  and 0  for all other points. In this problem, 

exhaustive search on point 0x  is carried out through 

query function f , and the time complexity of classical 

algorithm is )(N , function f  is called query 

database, and point 0x  is called marked element. 

 

In [1, 4], for the quantum context, the unitary 

operator is used based on function f , and the full 

description of this operator is called fR , in the 

computational basis is 

)(xfixixR f  , 

 

Here   means addition in modulo 2 . 

 

Grover's algorithm uses a second unitary defined by 

2)2( IIDDR ND  , 

 

Where D the diagonal state of the first is 

register, NI  and 2I  are unit operators of N  

dimensional and 2  dimensional space, respectively. 

Thus the evolution operator that performs one step of 

the algorithm is 

 

fDRRU  . 

The initial condition is  D0  Where 

2

10 
 . 

 

Remark 2.1 [1] (The process of Grover's 

quantum search algorithm) When the Grover's 

algorithm input is N  and f  in formula (2.1), and 

when the following four conditions are fulfilled 

 

1, Use a 2 -register quantum computer with 1n  

quantum bits; 

2, Prepare the initial state D ; 

3, Apply 
tU , where 









 Nt

4


 and U is given by 

(2.2); 

4, Measure the first register in the computational basis, 

Where    is the integral to the left of a real number? 

Then the output of the algorithm is 0x  and its 

probability is greater than or equal to
N

1
1 . 

 

3 Basic properties of unitary evolution and 

optimality of Grover's algorithm 

In [1, 5, 6], the evolution operator and the 

initial condition of Grover's algorithm have real entries, 

this means that the entire evolution takes place in a real 

vector subspace of the Hilbert space 
N2H , the key of 

the algorithm is the product operator U  of two 

reflection operators fR  and DR . Let 


0x  be a unit 

vector that is orthogonal to 0x , which is in the plane 

spanned by 0x  and D  and has the smallest angle 

with D , the expression for 

0x  in the computer is 









0
1

1
0

xx

x
N

x , and in the evolution of the plane 

spanned by 0x  and  

 

D , the operator fR  can be replaced by 
0x

R , 

Nx
IxxR  

 002
0

. 

 

Therefore, the evolution operator U of the 

Grover's algorithm is replaced by 

0xDRRU , where the 

initial condition is D . 

 

The initial condition of Grover's algorithm is 

state D . After applying the operator fR , state D  is 

reflected around the plane orthogonal to vector 0x . 

After applying operator DR , vector DR f
 is reflected 

around D . That is, one application of U  rotates the 

initial vector by   degrees toward vector
0x . 

 

Lemma 3.1 [1] Let 
2

  be the angle between vectors 



0x  and D , which is the complement of the angle 

between 


0x  and D . So 

N
Dx

1
)

22
cos(

2
sin 0 


, 

 

When function f  has a large domain, we obtain 

)
1

(
3

12
2N

O
NNN
 , 
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and at 








 Nt f

4


, the probability of finding 0x  is 

N
DUxp ft

x

1
1

2
cos2

2

00



. 

 

After understanding basic concepts of the 

algorithm, we discuss some fundamental properties of 

the algorithm. For example, properties of unitary 

operator and the rotation angle . 
 

lemma 3.1 For a diagonal state D , the t -th power of 

evolution operator U  has the following form: 

 

 00 )
2

()
2

sin( xtsosxtDU t 



 . 

 

In order to understand the relationship between 

the probability of success (find the marked element) and 

the probability of failure (unfound the marked element), 

we give the following proposition. 
 

Proposition 3.2 For all case 0xx   and 0xx  , the 

sum of the probability of Grover's algorithm at 1N  

is asymptotically equal to 1 . 

 

Proof.  The known fact: 
2

00
DUxP ft

x  , 

xtxtDU ff

t f )
2

cos()
2

sin( 0





  , 

)
1

(
3

12
2N

O
NNN
 , 








 Nt f

4



,

 

then 

NNNN

NN
N

ttDUxP ff

t

x
f

111
sin)

1

2
cos(

)
2

2

12

4
cos(

)
2

(cos)
2

cos(

2

2

2

2

2

2
2

































,

 

 

and 

N

NN

NN
Px

1
1

2

2
11

2

2
cos1

1
cos)

1

2
(sin 22

0











. 

 

So 

1
0
 xx PP . 

 

In [1, 5, 6, 7], the Grover's quantum search 

algorithm finds the marked element by querying the 

oracle )( NO  times. And have proved that Grover's 

algorithm is optimal, that is, no algorithm can find the 

marked element faster than Grover's algorithm and the 

probability of success is greater than or equal to 
N

1
1 , 

by [1] we can know that the 0  be the initial state, 

the quantum state after t  steps is given by 

 

001  URURU fftt  , 

 

Where tUU ,,1   are generic unitary operators, 

further, the quantum state is defined as 

00  UUtt  , 

 

by iteration of general unitary operators. 

 



 

    

Qi Han et al., Sch J Phys Math Stat, Mar, 2021; 8(3): 62-67 

© 2021 Scholars Journal of Physics, Mathematics and Statistics | Published by SAS Publishers, India                                                                                          65 

 

 

To prove the optimality of the Grover's 

algorithm, one way that is to compare state 
t  and 

t , then define a quantity again 

21

00

1






N

x

ttt
N

D  , 

 

Which measures the deviation between t  and t  

after t  steps. 

 

Through [1, 7], the Grover's quantum search 

algorithm is optimal when the following inequality is 

true 

N

t
Dc t

24
 , 

 

 

 

Where c  is a strictly positive constant. 

We know that the constant c  is related to the 

probability of measuring the return value of 0x , 

without loss of generality, we will talk about the range 

of constant c  when the probability is a general number 

p . 

 

Proposition 3.3 If the probability of measurement value 

0x  is greater than or equal to p , the constant c  is in 

the range of 

2)222(0 pc  . 

 

Proof. According to the optimality of Grover's 

algorithm, the following formula holds: 

N

t
Dc t

24
  

Where 

21

00

1






N

x

ttt
N

D  , 001  URURU fftt  , 00  UUtt  ,  

 

0  is the initial state, 002 xxIR f  , tUU ,,1   are generic unitary operators. 

 

We know the fact that 
N

t
Dt

24
 , so let us prove the range of c . Let us define two new quantities given by 

21

0

0

0

1






N

x

tt x
N

E  ,

21

0

0

0

1






N

x

tt x
N

F 

.

 

 

We obtain an inequality involving tD , tE  and tF  as following: 

.)(2

)()(
2

2

]2[
1

)()(
1

1

2

2

1

0
2

11

0

0

0

1

0

0

1

0

2

000

2

0

21

0

00

21

0

0

0

0

0

0

tttttt

t

N

x

ttt

t

N

x

ttt

N

x

tttt

N

x

tt

N

x

ttt

EFFEFE

xx
N

FE

xx
N

FE

xxxx
N

xx
N

N
D




















































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We now show that 
N

Ft

1
22 , define 

0x  as the 

phase of tx 0 , that is 

t

i

t xex x 


00
0 . 

 

Define the state 

0

1

00

0
1

xe
N

N

x

i x








.
 

 

So, 

.
11

1

1

0

0

0

1

0

0

0

0

NN
N

x
N

xe
N

N

x

t

t

N

x

i

t

x
























 

 

Using the Cauchy-Schwarz inequality, we 

obtain 1t , we use the above inequality and the 

fact that the real part of 
tx 0

 is smaller than or equal 

to 
tx 0

: 

 

 
N

x
N

x
N

xxxx
N

xx
N

x
N

F

N

x

tt

N

x

tttt

N

x

tt

N

x

tt

2
2

2
2Re

2
2

)(
1

))((
1

1

1

0

00

1

0

0000

1

0

00

21

0

0

0

0

0

0









































 

 

After t  steps, the state of the quantum 

computer after the application of the oracles is t . 

Similar to the calculation used for tF , we have 

 .Re
2

2
1 1

0

0

21

0

0

00











N

x

t

N

x

tt x
N

x
N

E   

 

Let us assume that the probability of a 

measurement to return value 0x  is greater than or equal 

to p , that is, px t 
2

0   for all 0x . Value p  is 

arbitrary between 0  and 1 . we use basis 

 1,,0 10  Nee Nii   , where 
0x  for Nx  00  is 

define as the phase of tx 0 . In this basis, tx 0
~

 

is a real number, that is,   tt xx  00
~~Re  .  

Therefore, 

 

ppN
N

p
N

x
N

x
N

E

N

x

N

x

t

N

x

tt

22
2

2

2
2~2

2

~Re
2

2

1

0

1

0

0

1

0

0

00

0



























 

 

Using inequalities pEt 22  and 
N

F
t

2
2 , 

We obtain 

).
1

()222(

)22
2

2()(

2

22

N
Op

p
N

EFD ttt




 

 

This completes the proof of inequality 
tDc   

for N  large enough. Constant c  must obey 

2)222(0 pc  . 

 

CONCLUSIONS 
In this article, we prove the related properties 

of unitary evolution in Grover's quantum search 

algorithm, and prove the range of constant c  when the 

probability of the measured value is p . However, we 

can further discuss properties related to the Grover's 

quantum search algorithm ability to find elements in a 

database of repeating elements and its algorithm 

optimality. 
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