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Abstract

Qualitative properties of the solutions for the stochastic differential equation such as existence and uniqueness under Lipschitz condition and linear growth conditions are formulated and proved. The solutions attained are continuous adapted stochastic processes.
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INTRODUCTION

The settlement of dividend in a financial sector is one of the central resolutions of a corporate business organization. Dividends are commonly defined as the amount of money paid routinely which can be yearly by a business organisation to its shareholders from its profits or reserves. A classical problem in the discipline of financial mathematics is to maximize the cumulative anticipated discounted dividend pay-outs. Scholars like Borch [3] and Gerber [5] made a seminal contribution on optimization of dividend payouts. Gerber [5] established the existence of an optimal dividend payment strategy and revealed that it had a band structure. Azcue and Muler in 2010 examined an optimal dividend problem for an insurance company whose unrestricted reserve process unfolded as a classical Cramér-Lundberg process. Their main target was to obtain a strategy that incorporates both investment and dividend payment policies.

Dividend and issuance of new equity model for a corporation that controlled risk exposure was examined by Sethi and Taksar [7] and Lokka and Zervos [12] are some of the professionals who scrutinised the optimal dividend control problem with the likelihood of bankruptcy. In late Mandiudza, Chikodza and Mwareya (2018) examined the optimal dividend and issuance control problem of the insurance company in the presence of transaction costs and interest. In spite of voluminous publications on matters with respect to diffusion models for companies that can control their risk exposure by payment of dividend, very few papers included the interest rate component as in Mandiuza et al. [6]. The author therefore seeks to prove the existence and uniqueness of the solution attained in Mandiuza et al. [6] paper.

The existence and uniqueness of solution are included in the most fundamental and vital concepts in qualitative theory of stochastic differential equations (SDEs). Over the past two decades, the existence and uniqueness of solution for SDEs have been examined in numerous publications see [4, 12, 13]. Taniguchi [10], Bao and Hou [2], and Taniguchi [11] have deliberated on the existence and uniqueness of solutions to SDEs under the non-Lipschitzian condition. In this paper existence and uniqueness of optimal dividend and issuance of equity policies in the presence of interest problem under Lipschitz condition and linear growth conditions are formulated and proved.

The rest of this paper is organized as follows. In Section 2, some relating notations and preliminary facts are introduced. Section 3 obtains the existence and uniqueness of solution for a class of SDEs with linear growth condition. In Section 4, the conclusion is given.

PRELIMINARIES

This section is covered with some notations and preliminary results which are used in subsequent sections. In this paper, we appropriate the symbols as follow: \( \mathbb{R}^n \) denotes the usual \( n \)-dimensional Euclidean space, \( l_1 \) denotes norm in \( \mathbb{R}^n \). Let \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\) be a filtered probability space satisfying the usual conditions and carrying a standard, one dimensional, \( F_t \)-Brownian motion \( \{W_t\}_{t \geq 0} \). Suppose that the reserves \( X_t \) at time \( t \), of
the firm, earn interest at a constant rate $\rho$. Given a dividend process $L_t$ and an issuance of equity process $G_t$, the evolution of liquid reserves of the company is
\[
dX_t = (\mu + \rho)X_t \, dt + \sigma \, dW_t - dL_t + dG_t, \quad X_0 = x
\]

Where $x \geq 0$ represents the reserves at time zero, $\mu$ and $\sigma$ are parameters describing the growth rate and the volatility of the reserves process respectively.

**Existence and Uniqueness Theorem**

In this section, we present a concrete situation in which the results from the preceding section are relevant. The next result is concerned with showing that the HJB equation above has a unique solution.

**Theorem 3.1** Let us assume that there exists $C > 0$ such that
\[
\| (\mu + px)(x) - (\mu + px)(y) \| + |r(x) - r(y)| \leq C |x - y|, \quad x, y \in \mathbb{R}^n.
\]

Then for every $x_0 \in \mathbb{R}^n$, there exists a unique continuous and adapted process $(X_t)_{t \geq 0}$ such that for $t \geq 0$.
\[
X_t = X_0 e^{\rho t} + \int_0^t (\mu + px)X_s \, ds + \int_0^t \sigma (X_s, s) \, dW_s - \int_0^t \sigma (X_0, s) \, dL_s + \int_0^t \sigma (X_0, s) \, dL_s + \int_0^t \sigma (X_0, s) \, dG_s.
\]

Moreover for every $T \geq 0$,
\[
E \left( \sup_{0 \leq s \leq t} |X_s| \right) < +\infty.
\]

Proof of Existence of solutions is proved by a variant of Picard’s method of successive approximations. Let an initial value be $x$, and define a sequence of adapted process $X_n(t)$ by
\[
X_n(t) = X_0, \quad n \geq 1
\]
\[
X_n(t) = X_0 e^{\rho t} + \int_0^t (\mu + px)X_s \, ds + \int_0^t \sigma (X_s, s) \, dW_s + \int_0^t \sigma (X_0, s) \, dL_s + \int_0^t \sigma (X_0, s) \, dG_s, \quad n = 1, 2, \ldots
\]

By induction, the process $X_n(t)$ are well-defined and have continuous paths. The problem is to show that these converge uniformly on compact time intervals, and that the limit process is a solution to the stochastic differential equation.

First we will show that for each $t \geq 0$ the sequence of random variables $X_n(t)$ converges in $L^2$ to a random variable $X(t)$, necessarily in $L^2$. The first two terms of the sequence are $X_0(t) \equiv x$ and for both of these the random variables $X_n$ are uniformly bounded in $L^2$ for $t$.

\[
X_n(t) - X_{n+1}(t) = \eta_n(t), \quad \eta_n(t) = \int_0^t \sigma (X_n(s), s) \, dW_s + \int_0^t \sigma (X_0(s), s) \, dL_s + \int_0^t \sigma (X_0(s), s) \, dG_s.
\]

By Lipschitz assumption
\[
\| \eta_n(t) \| \leq A \| \eta_n(s) \| \quad \text{and} \quad \| \eta_0(t) \| \leq A |\eta_0(s)|.
\]

Furthermore,
\[
\| \eta_n(t) \| \leq A \| \eta_n(s) \| \quad \text{and} \quad \| \eta_0(t) \| \leq A |\eta_0(s)|.
\]

We can estimate
\[
\sup_{0 \leq s \leq t} \| \eta_n(t) \| \leq \sup_{0 \leq s \leq t} \| \eta_n(s) \| + \int_0^t \| \delta_t(s) \| \, ds.
\]

By Doob’s inequality for martingales,
\[
E \left[ \sup_{0 \leq s \leq t} \| \delta_t(s) \| \right] \leq C \int_0^t \| \delta_t(s) \| \, ds \leq C \int_0^t E [ \| \eta_n(s) \| ] \, ds.
\]

On the other hand we can estimate for $t \leq T$,
\[
E \left[ \int_0^t \| \eta_0(s) \| \, ds \right] \leq T E \left[ \int_0^t \| \eta_0(s) \| \, ds \right] \leq A^2 T \int_0^t E [ \| \eta_0(s) \| ] \, ds.
\]
Putting the two pieces together, if we denote by
\[
\Delta(t) = E[\sup_{0 \leq s \leq t} ||\eta(s)||^2]
\]
Then, with \(C_t = A_t C_t^+ (1+T)\),
\[
\Delta(t) \leq C_t \int_0^t \Delta(s)ds.
\]
Clearly
\[
\eta(t) = \int_0^t \delta(X(t),s)dw(s) + \int_0^t [(\mu + px)(X(t),s)]ds
\]
and
\[
\Delta(t) \leq C_t t.
\]
By induction
\[
\Delta(t) \leq C_t \frac{k! t^k}{k!}
\]
From the convergence of \(\sum_k C_t \frac{k! t^k}{k!}\), we concluded that
\[
\sum_k E[\sup_{0 \leq s \leq t} ||\eta(t)||^2] < \infty.
\]
By Fubin’s theorem
\[
\sum_k E[\sup_{0 \leq s \leq t} ||\eta(t)||^2] < \infty \text{ a.e. P}.
\]
In other words for almost all \(\omega\) with respect to \(P\),
\[
\lim_{n \to \infty} \eta_n(t) = X(t)
\]
exists uniformly in any finite time interval \([0, T]\). The limit \(X(t)\) is easily seen to be progressively measurable solution of equation (2.0). Uniqueness is a slight variation of the same method. If there are two solutions \(X(t)\) and \(X'(t)\) their difference \(\eta(t)\) satisfies
\[
\eta(t) = \int_0^t \sigma(\xi(t,s)) \sigma(\xi'(t),s) dw(s) + \int_0^t [(\mu + px)(\xi(t),s)] ds
\]
With
\[
||\delta(s)|| \leq A ||\eta(s)|| \text{ and } ||q(s)|| \leq A ||\eta(s)||.
\]
Just as in the proof of convergence, for the quantity
\[
\Delta(t) = E[\sup_{0 \leq s \leq t} ||\eta(s)||^2].
\]
We can now obtain
\[
\Delta(t) \leq C_t \int_0^t \Delta(s)ds.
\]
We have the obvious estimate \(\Delta(t) \leq C_t t\) and we obtain by iteration
\[
\Delta(t) \leq C_t \frac{k! t^k}{k!} \text{ for every } k.
\]
Therefore \(\Delta(t) \equiv 0\) implying uniqueness.

**CONCLUSION**

This paper considers the problems of existence and uniqueness of solution for a class of stochastic differential equations with interest rate component, which satisfies linear growth condition. Some new criteria ensuring the existence and uniqueness of solution with an interest rate component were presented.
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