Markov chain Monte Carlo (MCMC) is the most widely used method for estimating joint posterior distributions in Bayesian analysis. The Markov chain Monte Carlo technique has been used in order to estimate the model parameters based on the different prior distributions. MCMC simulations were carried out in order to evaluate the linear mixed model using different parameters of the prior distribution. In this paper, we established the linear mixed model with different types of variables. The proposed parameters of the prior distribution are different from the traditional parameters of the prior distribution. We assumed special parameters for the prior distribution based on some background or information about the data science. This work aims to estimate the parameters using a point estimator or find a confidence interval (credible interval) for the unknown parameters. Also, a specific hypothesis about these parameters can be tested using a random sample from the posterior distribution. The performance of each prior is measured based on the effective sample size (ESS) for the estimated model. The results showed that the estimated linear mixed model with proposed parameters of the prior distribution performed very well in comparison with the standard or traditional prior (inverse-Wishart prior for random effect component). Based on the scale reduction factors, the estimated model with proposed parameters performed better in comparison with scale reduction factors for the traditional model.
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1. **INTRODUCTION**

In Bayesian data analysis, it’s possible to compute posterior distribution when the problems are simple. But as soon as we start to get into some complex real data, the analysis gets very complicated (Andrieu et al., 2003). Many different methods were developed to analyze the complicated data based on the Bayesian technique. Markov chain Monte Carlo (MCMC) algorithms were implemented to estimate the posterior distribution. In the last two decades, the Markov chain Monte Carlo has played a significant role in statistics, econometrics, physics, and computing science (Leyv, 2009). The MCMC is a general approach that we can use for providing a solution for the complex problem within some reasonable time. Often, the Markov chain Monte Carlo technique is used to solve integration and optimization problems in high-dimensional spaces (Jackman, 1999). The idea of MCMC is to iteratively produce parameter values that are representative samples from the joint posterior.

After, the samples have been selected the conditional distribution is used to summarize the posterior distribution of the parameters (Smith, 2007).

In this work, we applied Markov chain Monte Carlo (MCMC) algorithms to estimate the linear mixed model parameters. We used MCMC to fit a linear mixed model with a different prior distribution of the parameters (Alkhamisi & Shukur, 2005). Moreover, the algorithm was used to see whether the different parameters of the prior distribution have an impact on the estimated effective sample size (ESS). In the linear mixed model, we have two types of effects (fixed and random effects) (Harrison et al., 2018). The experiments were implemented with inverse-Wishart priors, by assuming a normal posterior distribution with very large variance for the fixed effects and a flat improper (weakly informative) prior. Since the inverse-Wishart contains two variances components V and nu (Walker, 2016). Usually, V and nu are unknown.
parameters, must be estimated from the data. The ultimate goal of this work is to have an optimal variance component $V$ while we fix the component $nu$ using the Markov chain Monte Carlo (MCMC) technique.

2. Method: Markov Chain Monte Carlo (MCMC)

Monte Carlo simulation is considered as one of the most potential statistic tools in many fields such as engineering and science. Monte Carlo refers to the methods used to generate random numbers. In the Monte Carlo method, we generate sets of random numbers from different distributions (Fong et al., 2010). For instance, we generate a random sample from a normal distribution with mean $\mu$ and variance $\sigma^2$, called proposal distribution. The proposal distribution will be used to accept or reject samples. Using the random samples generated from the proposal distribution, we can estimate the distribution of $\theta$ (Robert & Casella, 2011). Estimating the parameter $\theta$ using Monte Carlo simulation is a straightforward approach. We can simulate independent and identically distributed (i.i.d.) observations from a proposal distribution and use them to estimate the sample mean. Although with non-Gaussian response variables the likelihood cannot be obtained in closed form, the generalized linear mixed models provide a flexible framework for modeling a range of data (De la Cruz et al., 2016). Markov chain Monte Carlo methods solve this problem by sampling from a series of simpler conditional distributions that can be evaluated (Hadfield, 2010). For the linear mixed model, we have:

$$Y = X\beta + Zd + \epsilon,$$

where $X$ and $Z$ are design matrices relating to fixed and random effects, respectively. These matrices have associated parameter vectors $\beta$ and $d$, while $\epsilon$ is a residual vector (Archila, 2016). The distribution of vectors $d$ and $\epsilon$ are assumed to be multivariate normal distribution as $d \sim N(0, G)$ and $\epsilon \sim N(0, R)$. The matrices $G$ and $R$ are (co)variances of the random effects and residuals, respectively (Fan et al., 2008). The structure form of matrix $G$ is:

$$G = V_1 \otimes A_1 \otimes V_2 \otimes A_2 \otimes \ldots$$

Typically, the (co)variance matrices $V$ are low-dimensional, and the structured matrices are $(A)$ high dimensional (Wang et al., 1994). The terms are separated by a direct sum $(\otimes)$ as component terms and each component term is formed through the Kronecker product $(\otimes)$ (Mathew et al., 2012). So, if we have two-component terms, we can write matrix $G$ as:

$$G = \begin{bmatrix} (V_1 \otimes A_1) & 0 \\ 0 & (V_2 \otimes A_2) \end{bmatrix}$$

By the same manner, we can get $R = (V_{e1} \otimes I_1) \otimes (V_{e2} \otimes I_2) \otimes \ldots$, where $V_{e1}$, $V_{e2}$ are residual variances and $I_1$, $I_2$ are identity matrices.

The objective of this work is to show how different prior distribution parameters affect on the posterior distribution. We used the Markov chain Monte Carlo approach to fit a linear mixed model with different parameters for the prior distribution. We used data named (i51). This data is available in an $R$ package gap. The data contains 51 individuals in a pedigree with the quantitative trait (qt) as a dependent variable.

3. RESULTS & DISCUSSION

In Bayesian statistics, the goal is to find the posterior distribution by combining the information from the data and the prior distribution. To assess the performance of our estimation model, we conducted a simulation study for the linear mixed model with different parameters of the prior distribution. The MCMC experiment was replicated several thousand times to evaluate the estimated model. We performed 250000 iterations of the Markov chain Monte Carlo technic. After the first 40000 iterations (burn-in) samples were selected, we obtain the first independent samples at the spacing 40 iterations. Indeed, we ended up with (5625) samples were used to estimate the posterior distribution of the model parameters.

<table>
<thead>
<tr>
<th>Effect</th>
<th>post.mean</th>
<th>l-95% CI</th>
<th>u-95% CI</th>
<th>eff.samp</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model1 (Intercept)</td>
<td>2.17</td>
<td>1.06</td>
<td>3.42</td>
<td>437.67</td>
<td>0.00018</td>
</tr>
<tr>
<td>Independent variable</td>
<td>-0.56</td>
<td>-1.26</td>
<td>0.16</td>
<td>1449.42</td>
<td>0.12480</td>
</tr>
<tr>
<td>Model2 (Intercept)</td>
<td>1.98</td>
<td>0.88</td>
<td>3.13</td>
<td>3434.95</td>
<td>0.00107</td>
</tr>
<tr>
<td>Independent variable</td>
<td>-0.63</td>
<td>-1.39</td>
<td>0.06</td>
<td>3395.26</td>
<td>0.08284</td>
</tr>
</tbody>
</table>

The results illustrate fitted linear mixed model with different prior parameters. We can see that the estimated posterior means by both models are identical. Moreover, the model 2 has better effective sample size (ESS) since the prior distribution parameters coming from the data information. PMCMC value for model2 shows that the model significant at 0.1 level while for the model1 do not. We can get the posterior distribution using the posterior mean and the variance.
The above figures show the MCMC output for different models with different prior parameters. Model 1 with traditional prior which is assumed to be flat normal with a short tail. Model 2 with prior distribution in which the parameters have been determined based on the data background. As we can see, the outputs are very close which means that the prior with parameters coming from the data information provides an estimate for the model equivalent to the estimate of the model with traditional prior.

There are two components of the random effects in the linear mixed model, one is associated with the “id” factor, and one is associated with the “units”. Figure 1 shows the trace and density plot for the two random effects. From the Figure, we can see that the posterior distributions are virtually identical assuming the correct but with traditional prior the autocorrelation exists. Autocorrelation between samples computed in Table 2.

### Table 2: Autocorrelation between the samples for different models based on different prior parameters

<table>
<thead>
<tr>
<th>Lags</th>
<th>$\widehat{B}_0$</th>
<th>$\widehat{B}_1$</th>
<th>$\widehat{V}_d$</th>
<th>$\widehat{V}_d$</th>
<th>$\widehat{B}_0$</th>
<th>$\widehat{B}_1$</th>
<th>$\widehat{V}_d$</th>
<th>$\widehat{V}_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>0.474</td>
<td>0.435</td>
<td>0.781</td>
<td>0.676</td>
<td>0.206</td>
<td>0.206</td>
<td>0.516</td>
<td>0.292</td>
</tr>
<tr>
<td>200</td>
<td>0.146</td>
<td>0.098</td>
<td>0.475</td>
<td>0.283</td>
<td>0.009</td>
<td>0.001</td>
<td>0.113</td>
<td>0.001</td>
</tr>
<tr>
<td>400</td>
<td>0.113</td>
<td>0.053</td>
<td>0.267</td>
<td>0.154</td>
<td>0.009</td>
<td>0.011</td>
<td>0.026</td>
<td>0.009</td>
</tr>
<tr>
<td>2000</td>
<td>0.089</td>
<td>0.047</td>
<td>0.160</td>
<td>0.121</td>
<td>-0.008</td>
<td>-0.015</td>
<td>-0.010</td>
<td>-0.003</td>
</tr>
</tbody>
</table>
Even though the posterior distribution of the parameters is unknown, we can set up a Markov chain that sampled directly from the posterior distribution. The true posterior distribution can be accurate only when the chain has converged. As we can see, based on the model output there is a strong dependence between each successive sample. From the correlation results between the successive samples, we can see that model 1 has a higher correlation in comparison with the correlation in model 2 for both components. When autocorrelation is high the chain needs to be run for longer iterations to reach stability. To get asymmetric trend using the prior of the first model (no dependence), we need 2000 samples while 200 samples using the prior of the second model. Clearly that a strong dependency in the first model makes the information about the posterior distribution meaningless.

Figure 3: Autocorrelation output of the random effects for different models using different prior distribution parameters (Top: ACF of the residual component using traditional prior and Bottom: ACF of the residual component using proposed prior)

From these plots, we can see that the ACF of the random effects is reduced for the proposed model in comparison with the ACF of the random effects of the original model. The comparison showed that the chain of the model with traditional prior has high dependency than the chain of the model with proposed prior. More results of the autocorrelations based on different priors are presented in Table 2.

Figure 4: Estimated density of the variance components using the proposed prior
From the four plots, we can say that the posterior distribution of the components (mean and variance) is sensitive to the prior distribution parameters. Clearly, different values for the prior distribution parameters show many differences between the estimated posterior distributions. The estimated densities for the posterior distribution of the model components show that the prior distribution of the parameters influences on the posterior mode as well.

4. CONCLUSION

We studied the impact of the prior distribution parameters on the fix and random effects of the linear mixed model. We consider the traditional Bayesian approaches to model development and parameters estimation. Markov chain Monte Carlo (MCMC) algorithms have been used to fit the linear mixed models. Also, two different models with different parameters were established in order to evaluate the model’s improvement. The first model was implemented based on the traditional prior distribution parameters which is assumed to be normal with large variance for fixed effect and inverse-Wishart for a random effect. The second model (propose model) is implemented based on the prior distribution that its parameters are estimated from the data science. To compare the estimated posterior distribution of each model component, we used effective sample size (ESS) and chain dependency (Autocorrelation) to evaluate the model’s improvement.

The study showed that for different prior distribution parameters, there are different posterior distributions for the model components. In the traditional prior case, the posterior mode 2.17 and -0.43 for the intercept and sex component respectively. For the proposed prior the posterior mode 2.53 and -0.75 for the intercept and sex component respectively. Moreover, there is a positive impact of different prior distribution parameters on the random components. In the proposed prior the dependency of the chain was decreased compared with the dependency of the chain based on the traditional prior.
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